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Abstract—In mobile edge computing networks, densely deployed access points are empowered with computation and storage capacities. This brings benefits of enlarged edge capacity, ultra-low latency, and reduced backhaul congestion. This paper concerns edge node grouping in mobile edge computing, where multiple edge nodes serve one end user cooperatively to enhance user experience. Most existing studies focus on centralized schemes that have to collect global information and thus induce high overhead. Although some recent studies propose efficient decentralized schemes, most of them did not consider the system uncertainty from both the wireless environment and other users. To tackle the aforementioned problems, we first formulate the edge node grouping problem as a game that is proved to be an exact potential game with a unique Nash equilibrium. Then, we propose a novel decentralized learning-based edge node grouping algorithm, which guides users to make decisions by learning from historical feedback. Furthermore, we investigate two extended scenarios by generalizing our computation model and communication model, respectively. We further prove that our algorithms converge to the Nash equilibrium with upper-bounded learning loss. Simulation results show that our mechanisms can achieve up to 96.99% of the oracle benchmark.
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1 INTRODUCTION

Mobile edge computing provides cloud-like capabilities in proximity to end-users by equipping the network edge with computational and storage resources [1, 2]. Endowing densely deployed access points with edge servers is one of the main forms of edge computing deployment in 5G networks [3]. It brings many benefits, such as augmented computation capacity, ultra-low latency, and reduced backhaul congestion [4]. In such edge computing networks, it is hard for any individual edge node to provide guaranteed quality of service for users due to the limited computation capacity, radio coverage, and unpredictable wireless environment. With the dense deployment of edge nodes, it becomes possible that multiple edge nodes serve a single user cooperatively such that user experience can be enhanced.

This paper concerns the edge node grouping problem where each user selects multiple edge nodes to form a group to execute tasks in parallel. While cooperative computation brings many benefits, the dynamics of the wireless environment and limitation of edge node capacities can influence user experience. Besides, when multiple users offload tasks to an identical edge node, competition for the communication and computation resources will deteriorate cooperative computation performance. Hence, it is non-trivial to properly choose an edge node group for each user to adapt to wireless environment dynamics and peer competition.

To address the aforementioned limitations, we focus on edge node grouping under dual uncertainty from both the wireless environment and the other users. First, since the wireless environment information is unknown before making decisions, each user has to learn edge node grouping strategies from the feedback of historical decisions. Second, selfish users are reluctant to share their strategies when competing for resources while all the decentralized schemes assume that each user knows the strategies of the other users.

In this paper, we propose a novel decentralized learning mechanism to solve the edge node grouping problem in mobile edge computing by leveraging game theory and...
reinforcement learning. Specifically, we model the multi-user edge node grouping problem as a game, where each user selects an edge node group to maximize its long-term energy-aware utility. We prove that the game is an exact potential game with a unique Nash Equilibrium (NE). To cope with the unknown wireless environment information, we introduce the reinforcement learning mechanism into the game model. In the game, each user learns its strategy from historical feedback (of edge nodes) via trial-and-error interactions with other users and the dynamic wireless environment. To tackle the absence of other users’ strategies, we employ better-response dynamics [28] and no-regret dynamics [29] to guide each user to respond to other users based on feedback. Besides, we further investigate the edge node grouping problem in two extended scenarios. In the first extended scenario, feedback is delayed due to limited computation capacity and we enhance our algorithms by adding a feedback queue for each strategy to adapt to the scenario with delayed feedback. In the second extended scenario, we prove that our algorithms can be applied to another common access scenario where each edge node has multiple frequency bands.

In summary, we have the following major contributions.

- We investigate decentralized mechanisms for edge node grouping. We formulate this problem as a non-cooperative game and prove that it is an exact potential game with a unique NE.
- To deal with the system uncertainty from both wireless environment and other users, we propose a novel decentralized learning-based edge node grouping algorithm by leveraging better-response dynamics and no-regret dynamics. It is proved that the mechanism admits NE with bounded learning loss.
- We extend our study to two scenarios i.e., the scenario with delayed feedback and the scenario where each edge node has multiple frequency bands.
- Simulations demonstrate that our mechanisms can converge to NE with no-regret and achieve 96.99% of the oracle benchmark.

The remainder of this paper is organized as follows. We introduce the related work in Section 2. We describe the system model and formulate the edge node grouping game in Section 3. In Section 4, we design the distributed learning-based edge node grouping algorithm. In Section 5, we discuss two extended scenarios. The simulation results are illustrated in Section 6. We conclude in Section 7.

## 2 Related Works

In this section, we analyze the related works which can be divided into two categories: centralized schemes and game theory based decentralized schemes.

**Centralized Cooperative Computation Schemes [5–22].** Cooperative computation has obvious advantages in reducing computation delay by parallelizing the algorithm of computation and distributing the computation workload to different parts. We divide these works into two categories: offline schemes and online schemes. The offline schemes are as follows. Gong [5] provides some useful insights for the optimal computation-communication co-design for parallel computing to reduce delays in mobile edge computing. Kim et al. [8] develop an optimization methodology for communication resource management in wireless D2D networks to maximize energy efficiency. Zhu et al. [9] study multiple servers cooperatively computing a set of interdependent tasks. Chen et al. [13] propose a tripartite dynamic cooperation framework among unmanned aerial vehicles, unmanned ground vehicles, and base stations during the post-disaster rescue. Funai et al. [17] provide insight into how communication and computation complexity affect the distribution of tasks in a cooperative multi-hop ad hoc network, and show the achievable trade-offs in terms of computational delay and network lifetime. Lin et al. [10] exploit abundant computation resources distributed at massive wireless devices for cooperative computing to enhance the computation performance. All the above works make offloading decisions at the compile-time, where all required information is available. It needs complete information about the system and provides solutions that satisfy the given requirements. For example, Gong [5] assumes full information knowledge before decision making, such as orders of forward and backward communications between edge devices, delays of forward and backward communications, the total computation workload, and computation rates of edge devices.

For online schemes, He et al. [22] propose an auction-based incentive mechanism, where users participate in the system dynamically. Kao et al. [18] propose a novel algorithm that learns the performance of unknown devices and channel qualities through exploratory probing and makes task assignment decisions by exploiting the gained knowledge. Feng et al. [15] develop a cooperative computation offloading and resource allocation algorithm to maximize the computation rate of mobile edge computing systems. He et al. [19] explore a novel cooperative offloading mechanism based on deep reinforcement learning to improve the QoE of users. Cui et al. [20] propose a software-defined cooperative offloading model and design an online task scheduling algorithm to save mobile devices’ energy and reduce the traffic on access links. Chen et al. [21] study cooperation among edge nodes via workload peer offloading. All these works make offloading decisions during the run-time of the system. The decisions are based on both process characteristics and the current state of the system. We notice that online schemes can accommodate dynamic changes in the system without requiring information about future system dynamics by leveraging the Lyapunov technique, but they cannot make the best use of system resources to provide optimal offloading decisions.

All the above works focus on centralized cooperative computation and require global information about user demands and system resources to make offloading decisions. The centralized schemes can potentially find a globally optimal solution. However, they are vulnerable regarding the scalability and the computational complexity issue.

**Decentralized Schemes Based on Game Theory [23–27].** Unlike centralized schemes, decentralized schemes consider multiple authority and orchestrator nodes to make offloading decisions. Generally distributed in the network, the management elements compute offloading decisions based
Table 1: Related Work Comparison.

<table>
<thead>
<tr>
<th>References</th>
<th>Centralized/Decentralized</th>
<th>Online/Offline</th>
<th>Mathematical method</th>
<th>Key assumptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>[3-7]</td>
<td>Centralized</td>
<td>Offline</td>
<td>Heuristic method</td>
<td>Global information</td>
</tr>
<tr>
<td>[8-12]</td>
<td>Centralized</td>
<td>Offline</td>
<td>Convex optimization</td>
<td>Global information</td>
</tr>
<tr>
<td>[13, 14]</td>
<td>Centralized</td>
<td>Offline</td>
<td>Mixed integer linear programming</td>
<td>Global information</td>
</tr>
<tr>
<td>[16-19]</td>
<td>Centralized</td>
<td>Online</td>
<td>Reinforcement learning</td>
<td>Global information</td>
</tr>
<tr>
<td>[20, 21]</td>
<td>Centralized</td>
<td>Online</td>
<td>Stochastic optimization</td>
<td>Global information</td>
</tr>
<tr>
<td>[22]</td>
<td>Centralized</td>
<td>Online</td>
<td>Auction mechanism</td>
<td>Global information</td>
</tr>
<tr>
<td>[23-26]</td>
<td>Decentralized</td>
<td>Offline</td>
<td>Game theory</td>
<td>Local complete information</td>
</tr>
<tr>
<td>[27]</td>
<td>Decentralized</td>
<td>Online</td>
<td>Game theory and reinforcement learning</td>
<td>Unknown CSI</td>
</tr>
<tr>
<td>Ours</td>
<td>Decentralized</td>
<td>Online</td>
<td>Game theory and reinforcement learning</td>
<td>Unknown CSI and joint strategy</td>
</tr>
</tbody>
</table>

on local resources and information. This is more flexible and can be more efficient to handle the dynamic changes of infrastructure like edge computing without resorting to network-wide computations. The decentralized schemes help to address the scalability and the locality awareness issues and allow offloading decisions that best fit with the local context. However, no guarantees are provided regarding the global optimality of the computed solutions. The authors design a decentralized potential game based offloading algorithm to minimize the cost of each mobile device in both [23] and [24]. Chen et al. [25] devise a distributed computation offloading algorithm that achieves an NE of the multi-user computation offloading game. They derive the upper bound of the convergence time under mild conditions. Gao et al. [26] propose a two-level decentralized approach in network coding assisted D2D communications. Dinh et al. [27] adopt an unknown payoff game framework and propose a reinforcement learning offloading mechanism that helps users learn their long-term offloading strategies to maximize their long-term utilities. All these works [23-27] cannot address the uncertainty from both wireless environment and other users. To address these limitations, our work devotes efforts to grouping edge nodes without knowing both the wireless channel state and other users’ strategies. We summarize the comparison of related works from four important dimensions: online/offline, centralized/decentralized, the mathematical method they applied, and information collecting assumptions as in Table 1.

3 System Model

In the mobile edge computing networks, the macro base station confirms the complete coverage of User Equipments (UEs). Both the macro base station and other access points (e.g., micro base stations) are equipped with edge servers and named edge nodes. The edge nodes provide computation and storage capabilities for UEs. We investigate grouping among densely deployed edge nodes to enable flexible cooperative computation for each UE dynamically. To better capture the system dynamics, the system is assumed to operate in a slotted structure and its timeline is discretized into time slots \(t \leq T\). Each time slot is a decision round with a duration of \(T_{dur}\). Each UE has a computation-intensive task with a large amount of data to offload to edge nodes for processing. Autonomous UEs choose proper edge nodes to form an edge node group and schedule the transmission power among edge nodes in its group. We consider that the task is divisible without task dependency. Typical examples are virus scanning and video streaming analytics [27]. For these tasks, the execution time can be much longer (e.g., several hours) compared with the duration of each decision round (e.g., tens of milliseconds). In each time slot, the cooperative computation procedure works as follows.

Cooperative Computation Procedure. 1) Task Preprocessing: Each UE divides the tasks into sub-tasks for cooperative computation. 2) Edge Node Grouping: Each UE performs the edge node grouping scheme shown as follows. 3) Task Transmission: Each UE offloads the sub-tasks to the edge nodes in its group. 4) Task Processing: edge nodes in the group of each UE process offloaded tasks. 5) Result Returning: edge nodes return the results to UEs after completing the computation. In addition, UEs are informed of the transmitted data size to each edge node, which is called feedback.

Edge Node Grouping Scheme. 1) Preparation: When a UE has task requests, it selects several edge nodes as a candidate set according to the received signal strength. 2) Decision Making: According to the proposed algorithm in Section 4, the UE chooses a group of edge nodes from the candidate set and allocates its transmission power among all the edge nodes in its group. If the size of the candidate set is smaller than the group size, UE chooses the candidate set as the serving group directly. If the candidate set is empty, the UE offloads tasks to the macro base station. 3) Execution: The UE and edge nodes in its group complete the connection process assisted by the macro base station.

3.1 Edge Node Grouping Strategy

We assume that there are a UE set \(N = \{1, 2, \ldots, N\}\) and an edge node set \(M = \{1, 2, \ldots, M\}\). Let \(a_i^j = (a_{i,1}^j, \ldots, a_{i,M}^j)\) denote the \(M\) dimensional association vector between UE \(i\) and edge nodes in slot \(t\). If UE \(i\) offloads its task to edge node \(j (1 \leq j \leq M)\) at time slot \(t\), then \(a_{i,j}^t = 1\), otherwise \(a_{i,j}^t = 0\). Edge node grouping modes can be classified into number-based cooperation modes [30] and distance-based cooperation modes [31]. In the former, each UE offloads its task to a constant number \(L\) edge nodes simultaneously. In the latter, each UE is served by all edge nodes within a certain distance. It is hard to implement the distance-based cooperation mode in practice because a user does not directly know its distances to edge nodes when making edge
node grouping decisions [32]. Hence, this paper adopts the number-based cooperation mode for edge node grouping, i.e.,

$$\sum_{j=1}^{M} a_{i,j}^t = L, \forall i \in \mathcal{N}, 1 \leq t \leq T. \quad (1)$$

where $L$ is the edge node group size. We assume that the transmission power is quantified into discrete levels. UE $i$ adjusts transmission power $P_{i,j}^t$ on the wireless link of edge node $j$ in time slot $t$. The sum of transmission power on the wireless links of different edge nodes cannot exceed the maximal transmission power $P_{i,max}$

$$\sum_{j=1}^{M} P_{i,j}^t \leq P_{i,max}, \forall i \in \mathcal{N}, 1 \leq t \leq T. \quad (2)$$

We denote the edge node grouping strategy of UE $i$ at time slot $t$ as $s_i^t = \{a_{i,j}^t, P_{i,j}^t\}$. The joint strategy of all UEs at time slot $t$ is $s^t = \{s_1^t, \ldots, s_i^t, \ldots, s_N^t\}$ and lies in $S = \prod_{i \in \mathcal{N}} S_i$, where $S_i$ refers to the domain of $s_i^t, (1 \leq t \leq T)$. The joint strategy across all time slots is $\{s^1, \ldots, s^t, \ldots, s^T\}$.

### 3.2 Communication Model

In the wireless communication model, edge nodes are assumed to transmit tasks over non-overlapping frequency bands such that inter-cell interference can be avoided in the uplink [33]. Similar to [25, 27], we focus on exploring the wireless interference model where multiple UEs connected to the same edge node share the spectrum band of the edge node. This can be realized by some physical layer channel access scheme (e.g., code division multiple access). We compute the total transmission rate of UE $i$ as [27],

$$R_i^t(s^t) = \sum_{j=1}^{M} W_j \log_2 \left(1 + \frac{a_{i,j} P_{i,j} h_{i,j}^t}{N_0 + \sum_{m \in \mathcal{N}\setminus\{i\}} a_{m,j} P_{m,j} h_{m,j}^t}\right), \quad (3)$$

where $W_j$ is the channel bandwidth, $N_0$ represents the background noise power, and $h_{i,j}^t$ is the channel gain between UE $i$ and edge node $j$. Uplink inter-UE interference occurs when multiple UEs simultaneously transmit to the same edge node. The transmission energy consumption of UE $i$ is

$$E_i^t(s^t) = T^{\text{trans}} \sum_{j=1}^{M} a_{i,j} P_{i,j}^t, \quad (4)$$

where $T^{\text{trans}}$ is the duration of the transmission period and identical for all UEs. We will analyze the scenario in which each edge node has multiple frequency bands in Section 5.2.

### 3.3 Computation Model

We consider the elastic capacity model where edge nodes have sufficient computation resources and the computation capacities can scale with task requests. The computation delay at each edge node is relatively small and the computation result and feedback can be returned timely in the current time slot. We denote the amount of the received CPU cycles by UE $i$ in time slot $t$ as,

$$F_i^t(s^t) = \kappa T^{\text{trans}} R_i^t(s^t), \quad (5)$$

where $\kappa$ means the amount of CPU cycles needed for processing one unit of data. We will discuss the extended scenario where each edge node has a fixed computation capacity, which can lead to delayed feedback in Section 5.1.

### 3.4 Utility Function

Since tasks of each UE will last a long time, it makes sense for each UE to opportunistically obtain as many CPU cycles to finish the task earlier. The amount of received CPU cycles is linear with the data transmission rate as in (5). Therefore, each UE will increase its transmission power levels to maximize the data transmission rate in each time slot according to (3). This will increase energy consumption but may not improve performance due to communication interference among UEs. Hence, we define an energy-aware utility model,

$$U_i^t(s^t) = \lambda_1 F_i^t(s^t) - \lambda_2 E_i^t(s^t), \quad (6)$$

where $\lambda_1, \lambda_2 \in [0, \infty)$ are weight factors. The weight factors reflect the relative importance between the received CPU cycles and energy consumption. We define payoff as the long-term average utility,

$$\bar{U}_i(s^1, \ldots, s^T) = \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} U_i^t(s^t). \quad (7)$$

### 3.5 Problem Formulation

In this section, we introduce the repeated game with unknown payoff framework, where players repeatedly play the same one-shot game simultaneously with unknown payoff [28]. The one-shot game is called a stage game. Each time slot is a game stage. We formulate the problem as a repeated edge node grouping game characterized by the tuple $G = \{N, \{s^1, \ldots, s^T\}, \{U_i\}_{i \in \mathcal{N}}\}$, where each UE $i$ makes edge node grouping strategy (including edge node grouping and transmission power allocation) repeatedly to maximize its long-term averaged utility over all $T$ time slots.

$$\forall i \in \mathcal{N}, \max_{s^1, \ldots, s^T \in S} \bar{U}_i. \quad (8)$$

We define the stage game of $G$ as $G' = \{N, \{s_i^t\}_{i \in \mathcal{N}}, \{U_i\}_{i \in \mathcal{N}}\}$, where we omit the superscript $t$. In repeated games with perfect information, a player has observations on the environment information and historical joint strategies of all the players before choosing his strategy for the current stage game. In this paper, UEs cannot obtain full Channel State Information (CSI) and edge node grouping information of other UEs. Hence, we focus on the edge node grouping game with imperfect information. Fortunately, the influence of the wireless environment and other UEs can be obtained by the signal to interference and noise ratio. Therefore, we can drive an aggregated information of CSI and other UEs’ strategies from the feedback about the data transmission rate. For edge node $j$ with $a_{i,j} = 1$, the aggregated information of other UE strategies $I_{-i,j}$ in edge node $j$ at time slot $t$ can be expressed as,

$$I_{-i,j}^t = \frac{h_{i,j}^t}{N_0 + \sum_{m \in \mathcal{N}\setminus\{i\}} a_{m,j} P_{m,j} h_{m,j}^t}. \quad (9)$$
\[
\psi(s_i, s_{-i}) = T_{i,j}^{\text{trans}} \left( \lambda h \int \frac{M}{j} W_j \log_2 \left( N_0 + \sum_{i=1}^{N} a_{i,j} p_i h_i^j \right) f_H dh_{1,1} \cdots dh_{|N||M|} - \lambda \sum_{i=1}^{N} \sum_{j=1}^{M} a_{i,j} p_i^j \right).
\] (13)

From (3), the aggregated information can be calculated as

\[
I_{t-i,j} = \frac{n_{t-i,j}^j}{a_{i,j}^j} - 1,
\] (10)

where \(I_{t-i,j}^j\) denotes the data transmission rate between UE \(i\) and edge node \(j\), and can be calculated from the feedback following (10). For edge node \(j\) with \(a_{i,j} = 0\), UE \(i\) transmits pilot signals with low power and the aggregated information can also be obtained from (10). Consequently, the aggregated information of other UEs’ strategies can be calculated. Note that collecting the aggregated information causes negligible overhead in communication for each UE.

4 ALGORITHM DESIGN

4.1 Preliminaries

We will design algorithms based on the game structure. It is helpful to analyze the property of the repeated game before designing algorithms. Since the repeated game consists of many stage games, we start by analyzing the stage game \(G\).

**Definition 1.** A strategy profile \(s^* = (s_1^*, \cdots, s_N^*)\) is a Nash equilibrium of the edge node grouping stage game \(G\), if no UE can further increase its utility by unilaterally changing its strategy, i.e.,

\[
U_i(s_i^*, s_{-i}^*) \geq U_i(s_i', s_{-i}^*), \forall s_i' \in S_i.
\] (11)

**Definition 2.** A game is an exact potential game if there exists a potential function \(\psi(s) : S \to \mathbb{R}\) such that for every UE \(i \in \mathcal{N}\) \(s_{-i} \in \prod_{m \neq i} S_m\), \(s_i, s_i' \in S_i\), it is satisfied that

\[
U_i(s_i, s_{-i}) - U_i(s_i, s_{-i}^*) = \psi(s_i', s_{-i}^*) - \psi(s_i, s_{-i}),
\] (12)

**Theorem 1.** The stage game \(G' = \{N, \{s_i\}_{i \in \mathcal{N}}, \{\bar{U}_i\}_{i \in \mathcal{N}}\}\) is an exact potential game with the potential function in (13), where \(H = \{h_{i,j}^j\}\) is the matrix of the channel gain. \(f_H\) is the joint distribution of \(H\).

Proof. The key idea is to prove the potential function \(\psi(s)\) in (13) satisfies Definition 2. From (3)-(6), we have (14), where \(H_{-i}\) is the vector of \(H\) without \(h_{i,j}^j\); and \(f_{H_{-i}}\) is the joint distribution of \(H_{-i}\). \(U_i(s_i, s_{-i}) - \bar{U}_i(s_i, s_{-i})\) can be derived in (15). \(\psi(s_i', s_{-i}) - \psi(s_i, s_{-i})\) can be derived in (16). We can derive that \(U_i(s_i, s_{-i}) - \bar{U}_i(s_i, s_{-i}) = \psi(s_i', s_{-i}) - \psi(s_i, s_{-i})\). Thus, \(G'\) is an exact potential game, which always has an NE and finite improvement property \([34]\).

Theorem 1 guarantees the existence and uniqueness of NE of game \(G'\) which has finite improvement property \([34]\). From Theorem 2 of \([35]\), if \(s_t\) is the unique NE of the \(t_{th}\) stage game \(G'\), \(\{s_t^*\}_{t=1}^T\) is the unique NE of the repeated game \(G\).

If each UE has full CSI information and joint strategies of other UEs before choosing their strategies for the current stage game, the repeated game \(G\) can be transformed into the stage game \(G'\) repeated in each time slot. In this case, the best-response dynamics based edge node grouping algorithm \([34]\) can provide the performance upper bound theoretically. We summarize the oracle benchmark for the stage game in Algorithm 1. In the beginning, each UE randomly selects its strategy and receives the initial utility (Line 2). At each iteration of the stage game, the algorithm randomly chooses a UE to perform the best-response to the strategies of other UEs (Line 9) as,

\[
s^* = \arg \max_{s_i \in S_i} U_i(s_i, s_{-i}).
\] (17)

According to the finite improvement property of potential games and Theorem 2 of \([35]\), Algorithm 1 can achieve the NE of game \(G\) by iteratively updating their strategies.

4.2 Algorithm Overview

The best-response dynamics fail in our scenario with unknown CSI and unavailable joint strategies of other UEs. We propose a decentralized learning-based algorithm (i.e., Algorithm 3) to solve this problem. Two common evaluation criteria for learning algorithms in games are convergence \([27]\) and regret \([36]\). Convergence measures if players can reach equilibrium. Regret measures how worse an algorithm performs compared to the best static strategy. We seek to improve both criteria by proposing Algorithm 3. To address the issue of convergence with unknown CSI, we combines the better-response with inertia dynamics and Q-learning in the primary learning phase following previous work \([28]\). To address the issue of unavailable joint strategies of other UEs, we exploit the aggregated inference information to know the influence of other UEs (Section 4.3.1). To further reduce the learning loss, we propose a secondary learning phase based on no-regret dynamics (Section 4.3.2).

4.2.1 Q-Learning Better-Response Process with Inertia

We first review the better-response with inertia process defined in \([28]\). In each time slot \(t\), with probability \(\eta_i\) (the inertia factor), the UE \(i\) selects the same strategy \(s_{t-1}^i\) as in the previous slot. With probability \(1 - \eta_i\), the UE \(i\) selects the current strategy \(s_t^i\) according to a distribution that puts positive probability only on strategies that are better.
\[
\begin{align*}
\tilde{U}_i &= \mathbb{E}[U_i^t] = \lambda_1 K^{\text{trans}} \sum_{j=1}^{M} W_j \log_2 \left( N_0 + \sum_{i=1}^{N} a_{i,j}^t p_{i,j}^t h_{i,j}^t \right) f_u(\cdot)dh_{1,1}^t \cdots dh_{N,M}^t - \lambda_2 T^{\text{trans}} \sum_{j=1}^{M} a_{i,j} p_{i,j} \\
- \lambda_1 K^{\text{trans}} \sum_{j=1}^{M} W_j \log_2 \left( N_0 + \sum_{m \in N\setminus\{i\}} a_{m,j} p_{m,j} h_{m,j} \right) f_u(\cdot)dh_{1,1}^t \cdots dh_{N,M}^t.
\end{align*}
\]

Then, for each UE \(t \geq 1\), the utility function is updated as follows:

\[
\tilde{U}_i(s_i, s_{-i}) = \tilde{U}_i(s_i, s_{-i}) + \lambda_1 K^{\text{trans}} \sum_{j=1}^{M} W_j \log_2 \left( N_0 + a_{i,j} p_{i,j} h_{i,j}^t + \sum_{m \in N\setminus\{i\}} a_{m,j} p_{m,j} h_{m,j} \right) f_u(\cdot)dh_{1,1}^t \cdots dh_{N,M}^t.
\]

\[
- \lambda_2 T^{\text{trans}} \left( \sum_{j=1}^{M} a_{i,j} p_{i,j} - \sum_{j=1}^{M} a_{i,j} p_{i,j} \right) \\
\psi(s_i, s_{-i}) = \lambda_1 K^{\text{trans}} \sum_{j=1}^{M} W_j \log_2 \left( N_0 + a_{i,j} p_{i,j} h_{i,j}^t + \sum_{m \in N\setminus\{i\}} a_{m,j} p_{m,j} h_{m,j} \right) f_u(\cdot)dh_{1,1}^t \cdots dh_{N,M}^t.
\]

Algorithm 2 Q-Learning Better-Response Process with Inertia

1: for \(t = 1, \ldots, T\) do
2: At \(t = 1\), all UEs start with a random strategy.
3: At \(t > 1\), each UE selects its new strategy as follows.
4: \hspace{1em} With probability \(\epsilon_i^t\), \(s_i^t\) is chosen with probability \(\frac{1}{|S_i|}\).
5: \hspace{1em} With probability \(1 - \epsilon_i^t\),
6: \hspace{2em} with probability \(\eta_i\), \(s_i^t \leftarrow s_i^{t-1}\),
7: \hspace{2em} with probability \(1 - \eta_i\), choose a strategy from \(B_i^{t-1}(s_{-i})\) randomly. If \(B_i^{t-1}(s_{-i}) = \emptyset\), \(s_i^t \leftarrow s_i^{t-1}\).
8: end for

than the previous strategy \(s_i^{t-1}\). Better-response with inertia dynamics is proven to converge to the NE of potential games [28]. Then, we introduce the notation \(B_i^t\) as the better-response set for UE \(i\) at \(t\) given other UEs’ strategies \(s_{-i}\),

\[
B_i^t(s_{-i}) = \{s_i^t | s_i^t \in S_i, \tilde{U}_i^t(s_i^t, s_{-i}) \geq \tilde{U}_i(s_i, s_{-i})\}.
\]

We consider a stochastic better-response with inertia dynamics by adding an exploration process as shown in Algorithm 2, where \(\epsilon_i^t = \epsilon_i \cdot \frac{t}{T^*} \hspace{1em} (\epsilon_i > 0)\) is the exploration factor.

The stochastic better-response with inertia dynamics can converge to the NE of \(G^t\) [28]. It can only apply to the case where both the average utility \(\tilde{U}_i^t\) and joint strategies of other UEs \(s_{-i}\) are known to UE \(i\). However, neither the average utility nor joint strategies are known in our scenario when we construct the better-response set. To address the unknown CSI, we resort to Q-learning following [28]. The action is the strategy \(s_i\) of each UE \(i\), the reward function is the utility function \(U_i^t\). The state refers to the time-varying wireless channel state. Different from classic Q-learning, our state is unavailable to UEs and the state space will be huge when we model the continuously changing wireless channel state. So we introduce single-state Q-learning [37] where the agent is able to select the action based entirely on its utility update function \(\hat{U} : S \rightarrow \mathbb{R}\) [28]

\[
\hat{U}_i^t(\hat{s}) = \tilde{U}_i^{t-1}(\hat{s}) + \nu^t(\hat{s}) \tilde{U}_i^t(s_i^t, s_{-i}^t) - \tilde{U}_i^{t-1}(\hat{s}),
\]

where \(\nu^t = (C_\nu + \delta(\hat{s}))^{-\rho_\nu}\) is the learning parameter, \(C_\nu > 0\), \(\rho_\nu \in (0, \frac{1}{2}]\), \(\hat{s}\) is an arbitrary joint strategy, \(\delta(\hat{s})\) is the number of times the strategy \(\hat{s}\) has been chosen until time \(t\), and \(I\) is the indicator function. We replace \(\tilde{U}_i^t\) with \(\hat{U}_i^t\) to construct the better-response set \(B_i^t(s_{-i})\). The Q-learning better-response process with inertia algorithm is summarized in Algorithm 2.

4.3 Algorithm Enhancement

The Q-learning better-response process with inertia algorithm only addresses the unknown CSI challenge. We seek to enhance the algorithm to address the unavailable joint strategies challenge and further improve the learning performance.

4.3.1 Exploiting Aggregated Information

Still, UEs are aware of the aggregated information \(I_{-i}\), which contains the information of \(s_{-i}\). We can update \(\hat{U}_i^t(s_i, I_{-i})\) instead of \(\tilde{U}_i^t(s_i, s_{-i})\) in (19) according to Claim 1, where \(I_{-i} = (I_{-i,1}, I_{-i,2}, \ldots, I_{-i,M})\) is the vector of aggregated information from each edge node.

Claim 1. If the updating based on \(\hat{U}_i^t(s_i, s_{-i})\) can achieve the NE \(s^*\), the same holds for the updating based on \(\hat{U}_i^t(s_i, I_{-i})\).

Proof. We prove Claim 1 by analyzing the correlation of the aggregated information and strategies of other UEs in two cases: time-invariant CSI and time-variant CSI. We start from the time-invariant CSI. The aggregated information
is, $I_{i,j}(s) = \frac{h_{i,j}}{N_0 + \sum_{m \in \mathcal{N}_i(i)} k_{i,m} p_{m,j} h_{i,m}}$. Keep $s_i$ unchanged, the same $s_{-i}$ results in the same $I_{i,j}(s)$ because $h_{i,j}$ is constant over time slots. The mapping relationship between strategies $s_i$ and the aggregated information $I_i$ can be divided into two types: one-to-one mapping and many-to-one mapping. In the one-to-one mapping case, it is obvious that the updating based on $\hat{U}_t^i(s_i, I_i)$ is equivalent to the updating based on $\hat{U}_t^i(s_i, s_{-i})$. In the many-to-one mapping case, it is probable that different strategies of other UEs, e.g., $s_{-i}$ and $s'_{-i}$ have the same $I_i$ and $\hat{U}_t^i(s_i, I_i)$. We argue that this many-to-one mapping has no influence on convergence to the NE as the strategy updating process towards NE is based on UEs’ utility (which is directly determined by $I_i$). The same utility will lead to the same updating process. Therefore, the updating based on $\hat{U}_t^i(s_i, I_i)$ can also converge to the NE in time-invariant CSI cases if the updating based on $\hat{U}_t^i(s_i, s_{-i})$ converges.

Then, we extend to the time-variant CSI case. There are three types of mapping relationship between $s_i$ and $I_i$ in this case: one-to-one mapping, many-to-one mapping, and one-to-many mapping. The first two have been analyzed in the time-invariant cases and we focus on the one-to-many mapping where the same $s_{-i}$ may result in different $I_i$ and $\hat{U}_t^i(s_i, I_i)$ due to CSI randomness across time slots. Each UE $i$ may respond differently based on different $\hat{U}_t^i(s_i, I_i)$ for the same $s_{-i}$. Note that different response for the same $s_{-i}$ can occur due to CSI randomness even when each UE $i$ updates based on $\hat{U}_t^i(s_i, s_{-i})$. However, the randomness of different $\hat{U}_t^i(s_i, s_{-i})$ will be averaged to the mean of $\hat{U}_t^i(s_i, s_{-i})$ over time and the one-to-many mapping will vanish, i.e., $\lim_{t \to \infty} \hat{U}_t^i(s_i, s_{-i}) - \hat{U}_t^i(s_i, I_i) = \lim_{t \to \infty} \hat{U}_t^i(s_i, I_i) - \hat{U}_t^i(s_i, I_i) = \lim_{t \to \infty} \hat{U}_t^i(s_i, I_i) - \hat{U}_t^i(s_i, I_i)$. Therefore, if the updating based on $\hat{U}_t^i(s_i, s_{-i})$ leads to the NE, the same holds for updating based on $\hat{U}_t^i(s_i, I_i)$.

The better set of each time slot $t$ can be modified as,

$$\tilde{B}_t^i(s_{-i}) = \{s'_i \mid s'_i \in S_i, \tilde{U}_t^i(s'_i, I_i) > \hat{U}_t^i(s_i, I_i)\}.$$  

The detail is illustrated in the primary learning of Algorithm 3 (Lines 4-10). The primary learning converges to the NE of the game $G$ as shown in proof of Theorem 1. Next, we will design the secondary learning to assist the primary learning.

4.3.2 No-Regret Dynamics

In a repeated game, a player has regret for a strategy if there exists another strategy whose payoff is greater [36]. The average regret of the strategy $\{s_i^T\}_{T=1}^T$ with respect to strategy $\{s_i^T\}_{T=1}^T$ is defined as

$$\text{Reg}_i^T(\{s_i\}_{T=1}^T) = \frac{1}{T} \sum_{t=1}^T (\hat{U}_t^i(s_i^t, s_{-i}^t) - \hat{U}_t^i(s_i^t, s_{-i}^t)).$$

The main idea of no-regret dynamics is that each player should adapt his strategy such that his regret grows sublinearly as a function of the horizon $T$, thereby yielding zero average regret asymptotically. No-regret dynamics guarantees that the joint strategy will converge to points of no-regret. These points can be referred to as coarse correlated equilibrium in potential games [29]. Note that the NE is coarse correlated equilibrium. Hence, no-regret algorithms can effectively improve the convergence rate and bound the learning loss of primary learning.

In this section, we adopt the idea of regret matching with fading memory [36] into the better-response with inertia dynamics. Thus, each UE can choose a strategy from the better-response set based on the discounted average regret probability of strategies. First, each UE needs to compute the regret of each unplayed strategy corresponding to the strategies of other UEs. With fading memory, each UE exponentially discounts the influence of past regret, i.e.,

$$\text{Reg}_i^{t+1}(s_i) = (1-\alpha)\text{Reg}_i^t(s_i) + \alpha(\hat{U}_t^i(s_i, I_i) - \hat{U}_t^i(s_i, I_i)).$$

for all $s_i \in S_i$, where $\alpha \in (0, 1]$. $1-\alpha$ is the discount factor and $\text{Reg}_i^t(s_i) = 0$. The aggregated information $I_i$ is equivalent to $s_{-i}$ as shown in Claim 1. Then, each UE computes the discounted average regret probability as

$$\Pr_i(\text{Reg}_i(s_i)) = \frac{\text{Reg}_i(s_i)^+}{\sum_{s_i \in S_i} \text{Reg}_i(s_i)^+}.$$  

Recall that the stochastic better-response with inertia algorithm chooses a strategy randomly from the better-response set (Line 6 of Algorithm 2). Here, the secondary learning assists the primary learning by choosing a strategy from better-response set $\tilde{B}_t^i(s_{-i})$ according to regret based probability $\Pr_i(\text{Reg}_i^{t+1}(\tilde{B}_t^i(s_{-i})))$ (Line 15 in Algorithm 3). We describe the algorithm in Algorithm 3. To make the algorithm structure more clear, we provide an algorithm framework illustration in Fig. 1.

4.4 Algorithm Performance Analysis

Theorem 2 shows the convergence guarantee and the upper-bounded learning regret of Algorithm 3.

Theorem 2. The strategy profiles $\{s_i^T, \cdots, s_T^T\}$ generated by Algorithm 3 can converge to the NE with no regret.

Proof. Convergence. Algorithm 3 is a variant of Q-learning better-response process with inertia algorithm [28]. We first review the convergence proof of Q-learning better-response process with inertia in Step 1 and then prove the convergence of Algorithm 3 in Step 2. Suppose there are two strategy profiles $\{s_i^T, \cdots, s_T^T\}$ and $\{\tilde{s}_i^T, \cdots, \tilde{s}_T^T\}$ generated by Algorithm 3 and Q-learning better-response process with inertia, respectively.

Step 1. The convergence of the Q-learning better-response process with inertia follows from Lemma 5.5 in [28]. We give the proof sketch as follows. Consider a Markov chain generated on state space $O$ by the better-response process with inertia [28]. Let $p_{i}(s_i|o)$ be the better-response distribution used by UE $i$ with $p_i(s_i|o) > 0$ only if $s_i$ is a better reply to $o$ for $i$. Let $L \subseteq N$ be a set of UEs having inertia and keeping their strategies unchanged at the current time slot. The Markov process transition function for a finite memory better-response process with inertia is

$$P_{oo'} = \prod_{i \in N} (1 - \eta_i) p_i(s_i|o) + \sum_{L \subseteq N} \prod_{i \in L} \eta_i (\prod_{i \notin L} (1 - \eta_i)) \hat{U}_{oo'}^L,$$

(24)
Algorithm 3 No-Regret Better-Response Based Edge Node Grouping

Input: \( M_t, N, \rho, \alpha_i, \forall i \in N \).

1. Initialization: \( s_{0}^{t} \) is selected with probability \( \frac{1}{|S_{1}|} \) and UEs initialize \( \tilde{U}_{0}^{t}(s_{0}) = 0, B_{0}^{t}(s_{-i}) = \emptyset \) and \( Reg_{0}^{t} = 0 \).
2. for \( t = 1, \ldots, T \) do
3. \( \quad i = 1, \ldots, N \) do
4. \( \quad \) Primary learning.
5. \( \quad \) With probability \( \epsilon_i \), \( s_{i}^{t} \) is chosen with probability \( \frac{1}{|S_{1}|} \).
6. \( \quad \) With probability \( 1 - \epsilon_i \),
7. \( \quad \) with probability \( \eta_i, s_{i}^{t} \leftarrow s_{i}^{t-1} \),
8. \( \quad \) with probability \( 1 - \eta_i \), choose a strategy from \( B_{i}^{t-1}(s_{-i}) \) according to \( \Pr_{i}(Reg_{i}^{t-1}(B_{i}^{t-1}(s_{-i}))) \).
9. \( \quad \) Observe \( F_{i}^{t}(s_{i}^{t}) \) in the “Result Returning” duration.
10. \( \quad \) Update \( \tilde{U}_{i}^{t}(s_{i}^{t}) \) according to (19).
11. \( \quad \) Secondary learning.
12. \( \quad \) Calculate the aggregated information \( I_{i,j}^{t} \).
13. \( \quad \) Calculate the utility \( U_{i}^{t}(s_{i}^{t}, \Gamma_{-i}) \) of each strategy \( s_{i}^{t} \) according to (6).
14. \( \quad \) Update the regret \( Reg_{i}^{t}(s_{i}^{t}) \) of each strategy according to (22).
15. \( \quad \) Calculate the regret based probability.
16. \( \) end for
17. \( \) end for

where

\[
U_{\text{reg}}^{t} = \begin{cases} 
\prod_{i \in I} I_{i}^{t}(s_{i}^{t} = s_{i}) \prod_{i \in I} p_{i}(s_{i}^{t} | o) & \text{Condition 1} \\
0 & \text{otherwise.}
\end{cases}
\] (25)

where Condition 1 is that if \( o \) is a successor to \( o' \) and \( s_{i} \) (resp. \( s_{i}' \)) is the \( i_{th} \) rightmost entry of \( o \) (resp. \( o' \)).

The stochastic better-response process with inertia is a perturbed process of the better-response process with inertia. At each time slot, each UE uses the better-response process with inertia rule with probability \( 1 - \epsilon \) or uniformly samples from \( S_{1} \) with probability \( \epsilon \). The transition matrix of stochastic better-response process with inertia at time slot \( t \) is \( P^{t} \). For \( \epsilon \) fixed, the transition probability matrix is

\[
P_{\text{reg}}^{t} = (1 - \epsilon)|N|P_{\text{reg}}^{t-1} + \sum_{L' \subset N, L \neq \emptyset} \epsilon|L|(1 - \epsilon)^{|N| - |L|}U_{\text{reg}}^{t-1},
\] (26)

where

\[
U_{\text{reg}}^{t-1} = \begin{cases} 
\prod_{i \in L'} I_{i}^{t}(s_{i}^{t} = s_{i}) \prod_{i \in I} p_{i}(s_{i}^{t} | o) & \text{Condition 1} \\
0 & \text{otherwise.}
\end{cases}
\] (27)

If \( \epsilon \) is \( \epsilon \) for all \( t \) then we have a stationary, irreducible, and aperiodic Markov chain on a finite state space, which is both weakly and strongly ergodic. The stochastic better-response process with inertia with varying \( \epsilon \) converges to the NE following Lemma 5.6 in [28]. The proof is divided into three steps, first showing that the process is weakly ergodic, second, that it is strongly ergodic, and third, that the distribution of historical strategies converges to a unique steady-state distribution \( \mu_{\epsilon} \) with \( \lim_{t \to \infty, \epsilon \to 0} \mu_{\epsilon} = \mu^{*} \). Finally, the convergence of the Q-learning better-response process with inertia follows from Lemma 5.5 in [28].

Step 2. Algorithm 3 is a variant of Q-learning better-response process with inertia, which has two main modifications to fit our scenario. First, we enhance better-response distribution by no-regret dynamics. Second, we replace \( \tilde{U}_{i}^{t}(s_{i}, s_{-i}) \) with \( \tilde{U}_{i}^{t}(s_{i}, \Gamma_{-i}) \) in the Q-learning updating process. We prove that Algorithm 3 has the same convergence performance with the Q-learning better-response process with inertia. We begin with the first modification. The Q-learning better-response process with inertia algorithm chooses a strategy from a better-response set randomly while Algorithm 3 chooses a strategy from a better-response set according to regret based probability distribution \( \Pr_{i}(Reg_{i}^{t-1}(B_{i}^{t-1}(s_{-i}))) \). This modification leads to a different better-response distribution \( p_{i}(s_{i} | o) \) in (??) but has no influence on the ergodicity of the Markov chain. We can analyze the regret-based variant of the stochastic better-response process with inertia in an identical way to the earlier treatment of the stochastic better-response process with inertia. This gives the perturbed transition probability for the regret-based variant of the stochastic better-response process with inertia, which looks identical to (26) but has different values \( P_{\text{reg}}^{t} \) and \( p_{i}(s_{i} | o) \). So the regret-based variant of the stochastic better-response process with inertia converges to the NE. And the convergence of the Q-learning variant also follows from Lemma 5.5 in [28]. Therefore, the first modification has no influence on the convergence performance. Following Claim 1, the second modification has no influence on the convergence performance, either. Therefore, the sequence of profile \( s_{i}^{t} \) is a non-stationary ergodic Markov process and converges to the NE.

No Regret. In Algorithm 3, the regret matching method is performed on the better-response set, where the strategies are better in terms of maximizing the utility or minimizing the regret. We can infer that the average regret of strategies generated by Algorithm 3 is less than the regret matching method. From the Blackwell’s Approachability Theorem in [38], the average regret of regret matching method is of the order of \( \frac{1}{\sqrt{T}} \), i.e., \( \lim_{T \to \infty} \frac{Reg_{i}^{t}(s_{i}^{t})}{T} = 0 \). The regret matching method is no-regret. Therefore, Algorithm 3 is no-regret.
5 Discussion

5.1 Delayed Feedback

In this section, we consider the scenario where computation capacities of edge nodes are fixed. The sum of the received CPU cycles cannot exceed the maximum capacity $F_{j,\text{max}}$,

$$
\sum_{i=1}^{N} a_{i,j} F_{i,j}(s^t) \leq F_{j,\text{max}}, \forall j \in \mathcal{M}.
$$

(28)

Suppose that UE $i$ obtains $F_{i,j}(s^t)$ CPU cycles in the time slot $t$ from edge node $j$. The computation time is

$$
T_{i,j}^{\text{com}} = \kappa T_{\text{trans}} R_{i,j}(s^t) F_{i,j}(s^t),
$$

(29)

which can be influenced by both the joint strategies of other UEs and the computation resource in edge nodes. When $T_{i,j}^{\text{com}} < T_{\text{dur}}$, the result and feedback are returned in the current slot. Here, we consider the case of $T_{i,j}^{\text{com}} \geq T_{\text{dur}}$. The results and feedback of slot $t$ are returned to UE $i$ in slot $t + \lceil \frac{T_{i,j}^{\text{com}}}{T_{\text{dur}}} \rceil$. Note that $T_{i,j}^{\text{com}}$ is unknown to UE $i$, and the delays may change the order of feedback, with the feedback of a latter strategy returning before the feedback of an earlier one. UEs need to learn with absent and disordered feedback.

We propose Algorithm 4 by integrating feedback queues [39] in the primary learning phase and the secondary learning phase to enable Algorithm 4 to adapt the delayed feedback. In the result returning phase, each UE collects feedback information of prior time slots and stores it in separate queues for each strategy (Line 5 in Algorithm 4). If the feedback queue for the current strategy is not empty, the feedback is updated (Line 10 in Algorithm 4) and secondary learning is performed. When no feedback is available (Line 13 in Algorithm 4), the algorithm keeps the same strategy with the last time slot. Thus, Algorithm 3 runs in a simulated non-delayed environment. We describe the algorithm in Algorithm 4 and illustrate the algorithm framework in Fig. 2. Theorem 3 shows the theoretical convergence guarantee and upper-bounded learning regret of Algorithm 4.

**Theorem 3.** Suppose $T_{\text{com}}^{\text{max}} \leq \tau_{\text{max}} (\forall i,j,t)$, where $\tau_{\text{max}} \ll T$, the strategy profiles $\{s_{i,j}^t\}_{t=1}^{T}$ generated by Algorithm 4 converge to the NE and have no regret.

**Proof.** Convergence. Suppose there are two strategy profiles $\{s_{i,j}^t\}_{t=1}^{T}$ and $\{\tilde{s}_{i,j}^t\}_{t=1}^{T}$ generated by Algorithm 3 and Algorithm 4 respectively. The key idea is to prove $\{s_{i,j}^t\}_{t=1}^{T}$ is an extension of $\{\tilde{s}_{i,j}^t\}_{t=1}^{T}$ with arbitrary element $s_{i,j}^t$ repeats itself several times. Thus, $\{s_{i,j}^t\}_{t=1}^{T}$ has the same convergence performance with $\{\tilde{s}_{i,j}^t\}_{t=1}^{T}$. From Theorem 2, $\{s_{i,j}^t\}_{t=1}^{T}$ converges to the NE. We consider an extreme situation where $T_{\text{com}}^{\text{max}} = \tau_{\text{max}}$. When the feedback of the played strategy is available in the queue, Algorithm 4 performs the same steps as Algorithm 3. When the feedback is not available, the played strategy repeats itself at most $\tau_{\text{max}}$ times until a feedback returns. Thus, the strategy profiles $\{\tilde{s}_{i,j}^t\}_{t=1}^{T}$ can be seen as an extension of $\{s_{i,j}^t\}_{t=1}^{T}$ where each strategy repeats itself several (at most $\tau_{\text{max}}$) times. With $\tau_{\text{max}} \ll T$, $\{s_{i,j}^t\}_{t=1}^{T}$ also converges to the NE.

No Regret. To relate the regret of Algorithm 3 and Algorithm 4, we first model the upper-bound of missing feedback times. Then we relate the number of times that the two algorithms run, based on which we relate the regret of the two algorithms. We make some definitions. Let $Y_{s_i}^{t}$ denote the number of times $s_i$ is chosen by the end of time slot $t$. Let $Z_{s_i}^{t}$ denote the number of feedback for $s_i$ that are received by the end of time slot $t$. $G_{s_i}^{t} = Y_{s_i}^{t} - Z_{s_i}^{t}$ is the number of missing feedback for $s_i$ at time slot $t$. $G_{s_i}^{t} = \max_{s_i} G_{s_i}^{t}$. $U_{s_i}$ is the expected utility of $s_i$, $U_{s_i}^{*}$ is the maximal utility of all strategies, $\xi_{s_i} = U_{s_i}^{*} - U_{s_i}$ is the regret of strategy $s_i$. The expected regret of UE $i$ is

$$
\mathbb{E}[\text{Reg}_i] = \sum_{i=1}^{T} (U_{s_i}^{*} - U_{s_i}) = \sum_{s_i} \mathbb{E}[Y_{s_i}^{t}] - \mathbb{E}[Z_{s_i}^{T}].
$$

Furthermore, let $Y_{s_i}^{t'}$ be the number of times that Algorithm 3 has chosen $s_i$ while being queried $t'$ times. $t'$ is the number of time slots the Algorithm 3 performs in $t$ slots of the delayed problem. Assume that Algorithm 4 runs multiple slots so that Algorithm 3 is queried for $t$ times. Then, since $t' \leq t$, the number of times $s_i$ is chosen by Algorithm 3, namely $Y_{s_i}^{t'}$, can only increase, $Y_{s_i}^{t'} \leq Y_{s_i}^{t}$. Combined with the Lemma 5 of [39], $0 \leq Y_{s_i}^{t'} - Y_{s_i}^{t} \leq G_{s_i}^{t'}$, we have $\mathbb{E}[Y_{s_i}^{t}] \leq \mathbb{E}[Y_{s_i}^{t'}] + \mathbb{E}[G_{s_i}^{t'}]$. The average regret over all $T$ time slots is

$$
\sum_{s_i} \xi_{s_i} \mathbb{E}[G_{s_i}^{t'}] \leq \sum_{s_i} \xi_{s_i} \mathbb{E}[Y_{s_i}^{t}] + \sum_{s_i} \xi_{s_i} \mathbb{E}[G_{s_i}^{t'}].
$$

(30)
\[ R^*_i(s^t_a) = \sum_{j=1}^{M} \sum_{k=1}^{K} W_{j,k} \log_2 \left( 1 + \frac{a^t_{i,j,k} P^t_{i,j,k} h^t_{i,j,k}}{N_0 + \sum_{\mathfrak{m} \in \mathcal{N} \setminus \{i\}} a^t_{\mathfrak{m},j,k} p^t_{\mathfrak{m},j,k} h^t_{\mathfrak{m},j,k}} \right). \]  

From Lemma 4 of [39], the delayed feedback sequence of each strategy has the same distribution as the sequence of non-delayed feedback sequence. The Algorithm 3 has worked on the first \( Y^r \) of the feedback for each \( s_r \) and has therefore operated for \( t \) times in a simulated environment with the same feedback distributions, but without delay. Hence, the first summation in the right-hand side of (30) is \( \mathbb{E}[\tilde{R}_g^T] \) the expected regret of the Algorithm 3. As \( T^\text{com} \leq \tau_{\text{max}} \), \( \mathbb{E}[G^T] \leq \tau_{\text{max}} \). The average regret of Algorithm 4 is upper-bounded by \( \mathbb{E}[\tilde{R}_g^T] \leq \mathbb{E}[\tilde{R}_g^T] + O(\tau_{\text{max}}) \). Based on Theorem 2, \( \lim_{T \to \infty} \frac{\mathbb{E}[\tilde{R}_g^T]}{T} = 0 \). Therefore, Algorithm 4 is also no-regret.

### 5.2 Edge Nodes with Multiple Frequency Bands

In previous sections, we assume that UEs offloading the task to the same edge node share one frequency band. We will extend to the scenario where each edge node has multiple frequency bands denoted as \( K = \{1, \ldots, K\} \). The strategy of UE \( i \) is modified as \( s^t_i = \{a^t_{i,j,k}, p^t_{i,j,k}\} \). The constraint on UE-edge node association is modified as,

\[ \sum_{j=1}^{M} \sum_{k=1}^{K} a^t_{i,j,k} = L, \forall i \in \mathcal{N}, 1 \leq t \leq T, \]  

\[ \sum_{k=1}^{K} a^t_{i,j,k} = 1, \forall i \in \mathcal{N}, \forall j \in \mathcal{M}, 1 \leq t \leq T, \]  

which means each UE occupies one band when connecting to each edge node. The constraint on transmission power allocation is modified as,

\[ \sum_{j=1}^{M} \sum_{k=1}^{K} p^t_{i,j,k} \leq P_\text{max}, \forall i \in \mathcal{N}, 1 \leq t \leq T. \]  

We focus on exploring the wireless interference that occurs when multiple UEs connect to the same edge node on the same band. We compute the total transmission rate of UE \( i \) as (34), where \( W_{j,k} \) is the channel bandwidth, \( h^t_{i,j,k} \) is the channel gain between UE \( i \) and edge node \( j \) on frequency band \( k \). Uplink inter-UE interference occurs when multiple UEs simultaneously transmit to the same edge node over the same bandwidth. The transmission energy consumption of UE \( i \) is

\[ E^t_i(s^t_a) = T^\text{trans} \sum_{j=1}^{M} \sum_{k=1}^{K} a^t_{i,j,k} P^t_{i,j,k}. \]

Then, we will analyze the aggregated information pattern in this extended scenario. For frequency band \( k \) of edge node \( j \) with \( a^t_{i,j,k} = 1 \), the aggregated information of other UE strategies \( I^t_{-i,j,k} \) in edge node \( j \) on frequency band \( k \) at time slot \( t \) can be calculated as

\[ I^t_{-i,j,k} = \frac{a^t_{i,j,k} P^t_{i,j,k} - 1}{a^t_{i,j,k} P^t_{i,j,k}} \]  

where \( R^*_i(j,k) \) denotes the data transmission rate between UE \( i \) and edge node \( j \) on frequency band \( k \), and can be calculated from the feedback following (36). For frequency band \( k \) of edge node \( j \) with \( a^t_{i,j,k} = 0 \), UE \( i \) transmits pilot signals with low power and the aggregated information can also be obtained from (36). Consequently, the aggregated information of other UE strategies can be calculated. Similarly, we can apply computation models (Sections 3.3 and 5.1) and utility function (Section 3.4) to compute the utility. We can also model the edge node grouping problem as a repeated game. For such repeated game under the multiple frequency bands model, we show that it exhibits the same structural property as the single frequency band model. Both Theorem 1 and Claim 1 hold in this multiple frequency bands scenario.

### 5.3 Limitations of Our Algorithms

Reinforcement learning has been applied widely in various scenarios [40–42]. In this work, we design multi-agent Q-learning algorithms where UEs select a joint action and each receives an individual reward. In the context of mobile communication networks, each UE only competes with several neighboring UEs and the size of the candidate edge node set is also limited because only edge nodes with relatively high received signal strength would be chosen to ensure good offloading performance. The proposed algorithms can scale well with network size due to limited action space. However, they may face space explosion problems in other large-scale games. The size of the learning problem grows exponentially with the number of agents. This causes slow convergence and heavy memory overhead, thereby reducing the applicability of our algorithms in other large-scale games.

### 6 Evaluation

We evaluate Algorithm 3 (labeled as Alg.3) and Algorithm 4 (labeled as Alg.4) by answering 7 research questions (RQs) with 3 metrics, namely, average utility, average received
TABLE 2: Simulation Parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task transmission time $T_{trans}$</td>
<td>300 ms</td>
</tr>
<tr>
<td>Channel bandwidth $W_j$</td>
<td>0.1 MHz</td>
</tr>
<tr>
<td>Transmit power budget $P_{t,max}$</td>
<td>0.1W</td>
</tr>
<tr>
<td>Computation to data ratio $\kappa$</td>
<td>1900 cycle/bit</td>
</tr>
<tr>
<td>Background noise power $N_0$</td>
<td>$10^{-13}$ W</td>
</tr>
<tr>
<td>Weight factor $\lambda_1$</td>
<td>$2 \times 10^{-6}$</td>
</tr>
<tr>
<td>Weight factor $\lambda_2$</td>
<td>600</td>
</tr>
<tr>
<td>Inertia Parameter $\eta_i$</td>
<td>$1/N$</td>
</tr>
<tr>
<td>Parameter $C_{i\nu}$</td>
<td>0.01</td>
</tr>
<tr>
<td>Parameter $c_{i\nu}$</td>
<td>1</td>
</tr>
<tr>
<td>Parameter $\rho_{i\nu}$</td>
<td>0.9</td>
</tr>
<tr>
<td>Parameter $\alpha$</td>
<td>0.91</td>
</tr>
</tbody>
</table>

CPU cycle numbers, and average energy consumption. And we share our simulation codes \(^1\) for researchers who are interested in our work.

6.1 Simulation Setup

Simulation Parameters. We conduct extensive simulations with various system settings on a MATLAB2016b-based simulator using a PC with Intel Core i5-7200U CPU @ 2.5 GHz processor. We assume that the edge network is deployed in a commercial complex served by a set of edge nodes whose locations are generated by a homogeneous Poisson point process. The UE locations are also generated by the homogeneous Poisson point process. The default channel fast fading between each pair of edge node and UE follows Rayleigh distribution. All simulation results are obtained by averaging over $2 \times 10^4$ time slots. In the delayed-feedback case, the feedback delay (measured by the number of time slots ) follows exponential distribution $\exp(\mu)$ with $\mu = 3$. The feedback delay is $\min(\exp(\mu), \tau_{max})$. The main parameters follow [27] as shown in TABLE 2.

Baseline Approaches. We compare our algorithms with three baselines as follows.

1) Oracle benchmark (labeled as Full CSI). Each UE knows the full CSI as well as strategies of other UEs and derives its strategy by following Algorithm 1. In each time slot, the algorithm randomly chooses a UE to perform the best-response to other UEs iteratively until converges to the NE. The Oracle benchmark faces no challenge from system uncertainty that we focus on, so it provides a performance upper bound for our algorithms.

2) Q-Learning (labeled as QL). Each UE knows strategies of other UEs with unknown CSI and derives its strategy by following the idea of Algorithm 2 in [27] where each UE learns the offloading strategy by updating the Q-function. Q-Learning is the state-of-art online learning method that is highly related to ours. The superiority of our algorithms can be highlighted by comparing with the Q-Learning method [27] in face of system uncertainty from both wireless environment and other users.

3) Random assignment (labeled as RAN). Each UE randomly chooses the edge node grouping strategy in each time slot. The Random assignment method is the simplest and most time-efficient way to make edge node grouping decisions and provides a performance lower bound for our algorithm.

6.2 RQ1: How does channel condition affect our algorithms?

Motivation. Since channel state dynamics can influence learning efficiency. We aim to evaluate the scalability of our algorithms under different channel conditions.

Approach. Rician and Rayleigh channel models are two widely used channel models in wireless communications. The Rician channel assumes that the transmission paths from the transmitter to the receiver are comprised of the dominant line-of-sight path and other scattering paths, whereas the Rayleigh channel consists of scattering channels from the transmitter to the receiver. We test how our algorithms adapt to the two channel models. We plot utility variation with time under Rician distribution and Rayleigh distribution in Fig. 3(a) and Fig. 3(b) respectively.

Result. Alg.3 and Alg.4 achieve average 88.66% and 78.27% utility of Full CSI under Rice channel in Fig. 3(a). Alg.3 and Alg.4 achieve average 87.63% and 77.40% utility of Full CSI under Rayleigh channel in Fig. 3(b). The utility variation trend of our algorithms is nearly the same under different channel models. And both of them can converge to the stable state.

Answer. Our algorithms are robust to the channel condition dynamics.

6.3 RQ2: How does network scale affect our algorithms?

Motivation. Our algorithms are distributed algorithms that can scale well with the edge node numbers. We evaluate how the edge node number affects our algorithms.

Approach. To verify the scalability, we increase the average edge node number from 5 to 25 and increase the average CPU cycle numbers, and average energy consumption. And we share our simulation codes \(^1\) for researchers who are interested in our work.

Fig. 3: Performance under different channel models.

6.5 RQ4: Do our algorithms converge with no regret?

**Motivation.** Convergence and regret are critical factors to illustrate whether the learning-based algorithm can find the best solutions. Convergence represents the stability of the algorithm. Regret determines the expected performance loss over time. We give theoretical results in Theorem 2 and Theorem 3 and verify them in simulation.

**Approach.** We run our algorithms over 5000 time slots under a network scale with 25 edge nodes and 15 UEs. Each UE chooses 5 nearest edge nodes as a candidate set and competes with several UEs nearby. We record the average utility of Alg.3, Alg.4, and Q-learning in Fig. 6(a). We record the average regret of both Alg.3 and Alg.4 in Fig. 6(b).

**Result.** From Fig. 6(a), we observe that the average utility of all three algorithms can converge after about 2000 time slots (iterations). The convergence rate is determined by the action space size in our scenarios. Alg.3 and Alg. 4 have the same convergence rate with the Q-learning algorithm because they have the same action space size. Besides, the enhancements in our algorithms have no influence on the convergence. This verifies the theoretical results as proved by Theorem 2 and Theorem 3. Moreover, Alg.3 and Alg.4 can guarantee zero average regret as shown in Fig. 6(b).

**Answer.** Alg.3 and Alg.4 converge to the NE with no regret as proved in Theorem 2 and Theorem 3. No UE is willing to change its strategy ultimately at the equilibrium and the learning loss is sublinear.

6.6 RQ5: Is there an optimal edge node group size?

**Motivation.** Since edge node group size affects the cooperative offloading performance, we try to explore the optimal size.

**Approach.** We set the number of edge nodes as eight and change the edge node group size from one to seven.

**Result.** The optimal edge node group size is four in our parameter settings. Alg.3 and Alg.4 can achieve an average of 96.99% and 92.50% utility of Full CSI in our settings. In Fig. 7(a), all the five algorithms have the highest utility when the edge node group size is four. The utility first increases and then decreases with group size. The reason may be that the increase of group size means more data transmission links for one UE, which improves the utility. However, it also leads to more resource contention among UEs, which degrades the utility. Hence, there exists an optimal edge node group size that maximizes the average utility.

**Answer.** Optimizing edge node group size can further improve offloading performance.

6.7 RQ6: How does feedback delay affect Alg.4?

**Motivation.** Intuitively, feedback delays affect the learning performance of Alg.4. We try to verify this in simulation.

**Approach.** We change the expectation of feedback delays $\mu$ from one to six. The feedback delays are calculated as $\min(\exp(\mu), \tau_{\text{max}})$ where $\tau_{\text{max}}$ is set as ten.

**Result.** Fig. 7(b) shows that the averaged utility drops with feedback delay because the increased delay leads to more absent feedback and worsens learning performance.

**Answer.** The feedback delay degrades the learning performance of Alg.4.
As shown in TABLE 3, Alg.3 and Alg.4 take 17.80 ms result. We set the duration of one slot as 500 ms. Then, we record the runtime of all algorithms in each time slot on a typical PC and average over 104 slots. Alg.4 consumes 9.82 ms because of feedback absence in some time slots.

**Answer.** Alg.3 and Alg.4 cause light overhead in practice with performance guarantees.

### 7 Conclusions

In this paper, we investigate decentralized mechanisms for edge node grouping. We first formulate this problem as a repeated game and prove that it is an exact potential game with a unique NE. Then, we propose a novel decentralized learning algorithm based on better-response dynamics and no-regret dynamics. Our mechanisms can converge to NE with no-regret. To extend to the scenarios (i.e., feedback is delayed and edge nodes have multiple frequency bands), we first enhance the algorithm by introducing feedback delay and edge nodes have multiple frequency bands), we first enhance the algorithm by introducing feedback queues and then prove that our algorithms can be extended to the multiple frequency bands wireless model. In future work, we will carry out performance analysis to characterize how the number of edge nodes in a group affects the utility function, given the network conditions such as the density of users, the density of edge nodes, CSI dynamics. And we will optimize the edge node group size dynamically in the highly fluctuated network environment to further improve the edge node grouping performance.
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