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Abstract—With the rapid development of the Internet of Things (IoT) and emerging Mobile Edge Computing (MEC) technologies, various IoT image recognition services are revolutionizing our lives by providing diverse cognitive assistance. However, most existing related approaches are difficult to meet the diversified needs of users because they believe that the MEC platform is a single layer. In addition, due to the mutual interference between the data, it is not easy for them to extract the discriminative features (DFs) necessary to analyze the input data. To this end, this article proposes an IoT image recognition services framework for different needs in the MEC environment, which consists of Hierarchical Discriminative Feature Extraction (HDFE) and Sub-extractor Deployment (Sub-ED) algorithms. We first propose HDFE, which can avoid mutual interference between data by separately optimizing the data structure, thereby generating an extractor that extracts effective DFs. Then there is Sub-ED, which divides the extractor into a series of sub-extractors and deploys them on appropriate MEC platforms. By doing so, the IoT device can connect to the corresponding MEC platform according to its service types, and use the sub-extractor to extract DFs. Then, the MEC platform uploads the extracted feature data to the cloud server for further processing, e.g., feature matching. Finally, the cloud server sends the processed result back to the IoT device. Experimental results show that compared with the state-of-the-art approaches, the proposed framework improves recognition accuracy by about 6% and reduces network traffic by up to 94%.

Index Terms—Internet of Things, mobile edge computing, IoT services, discriminative features

1 INTRODUCTION

1.1 Motivation & Problem Formulation

INTERNET of Things (IoT) image recognition services are revolutionizing our lives by providing diverse cognitive assistance [1], [2], [3]. Most related IoT services are based on the Mobile Cloud Computing (MCC) [4], [5], [6]. Their process is as follows: IoT devices first use pre-processing algorithms (e.g., Principal Component Analysis (PCA) [7], [8] and Haar [9]) to extract features from the captured data. Then, the extracted feature data is sent to the cloud server for further processing. Finally, the cloud server sends the processed results to IoT devices. The main limitation of this solution is that the distance between the IoT device and the cloud server is long (e.g., multiple hops), resulting in a long delay. Mobile Edge Computing (MEC) [10], [11], [12], [13], [14] can solve the long delay by deploying the MEC platform with computing and storage resources close to the IoT device.

This paper studies the problem of IoT image recognition services in the MEC environment. Fig. 1 illustrates the system architecture consisting of an end layer, an edge layer, and a cloud layer. The end layer includes some IoT devices, such as smartphones, driverless cars, and drones. The edge layer includes three MEC platforms, namely the access-level MEC platform, the district-level MEC platform, and the metro-regional-level MEC platform [15], [16]. The cloud layer includes a large number of cloud servers. IoT devices communicate with the MEC platform through base stations and connect to the base station through 5G or Super WiFi [17]. The base station connects the cloud servers through the Internet backbone. We assume that the image data set \( \{(x_i, y_i)\}_{i=1}^{N} \) is stored on the cloud servers, where \( N \) is the number of image data, \( x_i \in \mathbb{R}^d \), \( y_i \in \mathbb{R}^c \), \( d \) is the dimension of \( x_i \), and \( c \) is the number of classes. The workflow is as follows: The IoT device first captures the image data and then uploads it to the edge server for pre-processing. Then, the edge server uploads the preprocessed image data to the cloud server for further processing. Finally, the cloud server sends the processed results back to the IoT device.

1.2 Limitations of Prior Art

Many related approaches [18], [19], [20] have achieved excellent results in providing IoT image recognition.
services. However, they are usually not easy to adapt to the hierarchical structure of the MEC platform to meet the diverse demands of IoT image recognition services, because they treat the MEC platform as a single layer. In addition, because of mutual interference between data when generating extractors, it is not easy for them to generate extractors that can extract effectively discriminative features.

### 1.3 Proposed Approach

In this paper, we propose an IoT image recognition services framework for different needs in MEC, where the edge layer consists of three MEC platforms. In the proposed framework, we first propose Hierarchical Discriminative Feature Extraction (HDFE) algorithm to generate an extractor on the cloud servers. Follow that, we propose a Sub-extractor Deployment (Sub-ED) algorithm to divide an extractor into sub-extractors, i.e., E1, E2, and deploy them on appropriate MEC platforms. Then, we use E and these sub-extractors to extract different levels of Discriminative Features (DFs) from the data set on the cloud servers and form DFs sets, i.e., E1 X, E1 2 X, and E2 X. When receiving the image data (e.g., x) from IoT devices, the corresponding MEC platform uses the deployed sub-extractor (e.g., E1) to extract DFs (e.g., E1 x) from the image data. Then, the MEC platform uploads the extracted DFs data to the cloud server for processing. Finally, the cloud servers send the processed results to IoT devices. Our goal is to deploy different extractors on the hierarchical MEC platforms to satisfy various IoT image recognition services in terms of accuracy and response time.

### 1.4 Challenges and Proposed Solutions

The first key challenge is how to generate an extractor that can extract effective DFs. DFs are important because they determine the performance of IoT image recognition services, e.g., the recognition accuracy is a very important indicator. In addition, DFs affect network traffic from MEC platforms to cloud servers as well as network transmission time and feature matching time on the cloud servers. Effective features refer to a small number of features that can achieve high recognition accuracy. However, it is challenging to extract effective DFs in MEC platforms. There are two reasons. (i) Generating an extractor to extract DFs requires the use of the label information of the data set. However, there is no such information in the MEC platform. (ii) Existing algorithms simultaneously optimize the structure of data, which leads to mutual interference, making it difficult to generate extractors that can extract effective DFs.

To solve this challenge, we propose the HDFE algorithm to generate an extractor on the cloud servers. Since the extraction process of the extractor uses the label information of the data, the extractor can extract the DFs. To avoid mutual interference between data, the HDFE explores the structure information of the data hierarchically. In the HDFE algorithm, there are two ways to analyze the structural information of the data set. The first is to first minimize the intra-class structure, then maximize the inter-class structure and name it HDFE1. The second is to first maximize the inter-class structure, then minimize the intra-class structure and name it HDFE2. Both HDFE1 and HDFE2 can generate extractors that extract effective DFs from the data set by avoiding mutual interference between data. In addition, we also conclude through discussions and experiments that HDFE1 is better in terms of recognition accuracy.

The second key challenge is how to divide the extractor E into sub-extractors to meet the diverse demands of IoT devices. In real-world scenarios, multiple layers of MEC platforms are deployed between IoT devices and cloud servers. These different levels of MEC platforms are targeted at different applications. For example, the access-level MEC platform is suitable for applications that are slow to move, even not mobile and latency-sensitive. The district-level MEC platform is primarily intended for fast-moving and latency-sensitive applications. One solution is to deploy different sub-extractors on MEC platforms to extract DFs of different sizes. However, it is challenging to divide E into sub-extractors and deploy them on appropriate MEC platforms.

To address this challenge, we propose the Sub-ED algorithm. In the Sub-ED algorithm, we analyze the nature of the extractor E and divide it into two sub-extractors, E1 and E2. Note that, E1 ⊂ E2 ⊂ E. For instance, since access-level and district-level MEC platforms require to provide fast response for IoT services, we place E1 on them to extract a small number of DFs, at the expense of recognition accuracy in exchange for fast response. The metro-regional-level MEC platform requires to consider both response time and recognition accuracy, we can place E2 on it. In addition, we deploy E on the cloud servers, if we require the highest recognition accuracy, we can use the E to extract the most effective DFs. Thus, we can meet the diverse demands in terms of recognition accuracy and response time.

### 1.5 Novelty and Advantages Over Prior Art

The technique novelty of this paper is to propose the IoT service for different needs framework, which consists of HDFE and Sub-DE algorithms. The key technical depth of this paper is to generate an extractor E, and divide E into sub-extractors to adapt the hierarchical structure of the MEC architecture. The key advantages of the proposed framework over the previous approaches are two-fold: (i) It has a higher accuracy because it can obtain an extractor E that can extract more effective DFs. (ii) It can meet diverse demands of IoT image recognition services. Experimental results show that the proposed framework improves...
The accuracy by about 6% and reduces the network traffic by up to 94% compared with the state-of-the-art approaches.

The following paper is organized as follows. Section 2 reviews the related work. Section 3 introduces the design of the proposed framework. Section 4 provides an experimental evaluation. Section 5 concludes and outlines future work.

2 RELATED WORK

2.1 IoT Image Recognition Services

IoT image recognition services refer to the use of IoT devices to provide users with various image recognition services. Due to the limited computing and storage resources of IoT devices, most services delivery methods are usually based on MCC [21] and MEC [22], [23]. That is, when capturing the data, the IoT device first uses feature extraction algorithms [24], [25] to pre-process it or sends the raw image data to the MEC platform to pre-process it [18]. Then, the IoT device or the MEC platform sends the pre-processed image data to the cloud server. After receiving the pre-processed image data, the cloud server performs feature matching algorithms to obtain results and sends the results back to the IoT device. For example, Li et al. [19] upload down-scaled image data to the cloud server to reduce the corresponding overhead of data transfer. Hu et al. [18] use the local binary patterns [26] to extract features on the edge server before uploading the raw image data to the cloud server to reduce network traffic. Drolia et al. [27] use the caching model along with novel optimization to minimize latency by adaptively balancing load between the edge and the cloud. Wang et al. [20] send the raw image data to the edge server for pre-processing. Then, the edge server sends the pre-processed data to the cloud server for processing.

2.2 Discriminative Feature Extraction Algorithms

Effective Discriminative Features (DFs) refer to features that enable the sample to be well distinguished from other samples. In recognition services, effective DFs are important because they determine recognition accuracy. In addition, they affect network traffic from IoT devices to the cloud server and feature matching time on the cloud server. In order to obtain effective DFs, a large number of related algorithms have been proposed in recent years [20], [28], [29], [30], [31], [32], [33], [34], [35], [36]. Motivated by [20], [28], [34], [36], there are four structures in the image data set, the global intra-class structure, the global inter-class structure, the local intra-class structure, and the local inter-class structure. However, most of these algorithms either include some of structures (e.g., linear discriminant analysis [28], marginal fisher analysis [34], discriminant neighborhood embedding [33] and double adjacency graphs-based discriminant neighborhood embedding (DAG-DNE) [35]) or contain all of structures but optimize them at the same time (e.g., joint global and local structure discriminant analysis (JGLDA) [36] and weight-adaptive projection matrix learning (WAPL) [20]). Algorithms that contain only a subset of structures can affect the capabilities of the generated extractor because some of the structural information is lost. In addition, algorithms that optimize these structures at the same time cause insufficient optimization of each structure and affect the ability of the generated extractor to extract DFs.

3 DESIGN OF THE PROPOSED FRAMEWORK

3.1 Overview

Fig. 2 shows the overview of the proposed framework, which is split into an offline stage and an online stage.

In the offline stage, we first develop the HDFE algorithm to generate the extractor \( E \) on cloud servers. Then, we propose the Sub-DE algorithm to divide extractor \( E \) into sub-extractors \( E_1 \) and \( E_2 \). Note that, \( E_1 \subseteq E_2 \subseteq E \). Follow that, we use \( E_1, E_2, \) and \( E \) to extract different levels of DFs from the data set and form DFs sets, i.e., DFs1 set, FS2 set, and DFs3 set. Finally, we deploy \( E_1, E_2, \) and \( E \) on appropriate MEC platforms.

In the online stage, IoT devices first capture the image data and upload it to the corresponding MEC platform. Then, the MEC platform pre-processes the image data [18], such as object detection, grayscale, and alignment. Follow that, the MEC platform uses the extractor (e.g., \( E_1 \)) to extract DFs (e.g., DFs1) from the pre-processed data and sends the data to cloud servers. After receiving the extracted data, the cloud servers match the DFs (e.g., DFs1) with DFs.
3.2 The HDFE Algorithm

The goal of the HDFE algorithm is to generate an extractor $E$ that can extract effective DFs by exploring the structural information of the data set. $E$ aims to extract DFs from the data set on the cloud server and the uploaded data on the edge server. DFs indicate that features from samples of the same class label are compacted together, and features from samples of different class labels are separated. However, most existing algorithms have difficulty obtaining DFs because they simultaneously optimizing the structural information of the data set, causing the data to interfere with each other. Fig. 3 shows the process of optimizing intra-class and inter-class structures simultaneously. The red circle wants to “push” away samples of a different class, i.e., the blue triangle, the blue cube and the blue rectangle. At the same time, the sample with the same class label (i.e., the blue circle) wants to “pull” the red circle, as shown in Fig. 3b. When intra-class and inter-class structures are optimized simultaneously, samples interfere with each other and affect the performance of the extracted DFs, as shown in Fig. 3c.

To solve this problem, we propose the HDFE algorithm, which hierarchically explores the structural information of the data set to avoid the interference between samples. We first explore intra-class and inter-class structures as follows.

3.2.1 Exploring the Intra-Class Structure

The intra-class structure includes global intra-class sub-structure $S_{gw}$ and local intra-class sub-structure $S_{lw}$. The global intra-class sub-structure $S_{gw}$ indicates the relationship between the $i$-th sample in class $m$, $x_i^m$, and the mean of the samples in class $m$, $\mu^m$, which can be quantified as

$$S_{gw} = \sum_{m=1}^{c} \sum_{i=1}^{N_m} E_{intra}^T (x_i^m - \mu^m)(x_i^m - \mu^m)^T E_{intra},$$

(1)

where $N_m$ is the number of samples in class $m$, $E_{intra}$ is the extractor. The local intra-class sub-structure $S_{lw}$ indicates the pairwise relationship between the samples with the same class label, which can be quantified as

$$S_{lw} = \frac{1}{2} \sum_{ij} \| E_{intra}^T x_i - E_{intra}^T x_j \|^2 W_{ij}^w,$$

(2)

$$= tr\{ E_{intra}^T (D^w - W^w) X^T E_{intra} \}$$

where $W_{ij}^w = 1$, if and only if $i \in \Omega_k(i)$ or $j \in \Omega_k(i)$; otherwise, $W_{ij}^w = 0$. $\Omega_k(i)$ denotes the index set of the $k$ nearest neighbors of sample $x_i$, with the same class label. $D^w$ is a diagonal matrix, i.e., $D^w = \sum W_{ij}^w$.

The global and local intra-class sub-structures help to generate the extractor $E_{intra}$. In addition, the global and local intra-class sub-structures have different contributions to the generation of the extractor. To this end, we introduce a parameter $\alpha \in (0, 1)$ to tradeoff global and local intra-class sub-structures. The intra-class structure is designed to generate an extractor to extract DFs from samples with the same class label. Therefore, we minimize the extracted DFs and quantify the objective function of the intra-class structure as

$$\min_{E_{intra}} \alpha S_{gw} + (1 - \alpha) S_{lw} \text{ s.t. } E_{intra}^T E_{intra} = I.$$  

(3)

3.2.2 Exploring the Inter-Class Structure

The inter-class structure includes global inter-class sub-structure $S_{gb}$ and local inter-class sub-structure $S_{ib}$. The global inter-class sub-structure $S_{gb}$ indicates the relationship between $\mu^m$ and the mean of all samples $\mu$, which can be quantified as

$$S_{gb} = \sum_{m=1}^{c} N_m E_{inter}^T (\mu^m - \mu)(\mu^m - \mu)^T E_{inter},$$

(4)

where $E_{inter}$ is the extractor. The local inter-class sub-structure $S_{ib}$ indicates the pairwise relationship between the samples with different labels, which can be quantified as

$$S_{ib} = \frac{1}{2} \sum_{ij} \| E_{inter}^T x_i - E_{inter}^T x_j \|^2 W_{ij}^b,$$

(5)

$$= tr\{ E_{inter}^T (D^b - W^b) X^T E_{inter} \}$$

where $W_{ij}^b = 1$, if and only if $i \in \Omega_k(j)$ or $j \in \Omega_k(i)$; otherwise, $W_{ij}^b = 0$. $\Omega_k(i)$ denotes the index set of the $k$ nearest neighbors of sample $x_i$, with different class labels. $D^b$ is a diagonal matrix, i.e., $D^b = \sum W_{ij}^b$. 

Fig. 3. An illustration of optimizing intra-class and inter-class structures at the same time.
Similarly, we introduce a parameter $\beta \in [0, 1]$ to tradeoff global and local inter-class sub-structures. The inter-class structure is designed to generate the extractor to extract DFs from images with different class labels. Thus, we maximize the extracted DFs and quantify the objective function of the inter-class structure as

$$\max_{E_{inter}} \beta S_{gb} + (1 - \beta) S_{lb} \quad \text{s.t.} \quad E_{inter}^T E_{inter} = I. \quad (6)$$

### 3.2.3 Optimization

Our goal is to generate an extractor $E$ that can extract effective DFs. The nature of DFs is that if they come from the same class of samples, they are compacted together; otherwise, they will be separated. There are two ways to generate the extractor by exploring these sub-structures hierarchically: the first way is to first optimize Eq. (3) and then optimize Eq. (6), called HDFE1. The second way is to first optimize Eq. (6) and then optimize Eq. (3), called HDFE2.

Fig. 4 illustrates the process of HDFE1. The red circle is first “pulled” by the blue circle of the same class label, as illustrated in Fig. 4b. Then, the red circle “pushes” the blue triangle, the blue cube and the blue rectangle away, as illustrated in Fig. 4c. Fig. 4d shows the results. Similarly, Fig. 5 illustrates the process of HDFE2. That is, the red circle first “pushes” the blue triangle, the blue cube and the blue rectangle away, as illustrated in Fig. 5b. Then, the red circle is “pulled” by the blue circle, as illustrated in Fig. 5c. Fig. 5d shows the results.

**Algorithm 1. $E_{inter}$**

**Input:** Data set $(x_i, y_i)_{i=1}^N$, parameters $\alpha$ and $k_1$;

**Output:** $E_{inter}$;

1. Compute $\sum_{m=1}^C \sum_{i=1}^N (x_i - \mu_m)(x_i - \mu_m)^T$;
2. Compute $X(D^w - W^w)^T X^T$;
3. Compute $\Phi_{inter}$, where $\Phi_{inter} = \alpha \sum_{m=1}^C \sum_{i=1}^N (x_i - \mu_m)(x_i - \mu_m)^T + (1 - \alpha) tr(X(D^w - W^w)^T X) ;$
4. Eigendecompose $\Phi_{inter}$, suppose its eigenvalues are $\lambda_i$, $i = 1, \ldots, d$, and its corresponding eigenvectors are $e_i$.
   Assume $\lambda_1 < \ldots < \lambda_i < \ldots < \lambda_d$.
5. $E_{inter} = [e_1, \ldots, e_d]$ where $r$ is the number of negative eigenvalues;
6. return $E_{inter}$.

The objective functions of HDFE1 and HDFE2 include two steps. For HDFE1, its first step is to minimize $\alpha S_{gw} + (1 - \alpha) S_{gb}$. Based on the results, the second step is to maximize $\beta S_{gb} + (1 - \beta) S_{lb}$. That is, for the first step, we obtain the extractor $E_{inter}$ and based on it we obtain $V = E_{inter}^T X$. For the second step, we obtain the extractor $E_{inter}$ and based on it and features $V$, we obtain DFs, i.e., $L = E_{inter}^T V$.

To gain more insight, according to Eq. (3), the first step of the HDFE1 is quantified as

$$\min_{E_{inter}} E_{inter}^T \left[ \alpha \sum_{m=1}^C \sum_{i=1}^N (x_i - \mu_m)(x_i - \mu_m)^T + (1 - \alpha) tr(X(D^w - W^w)^T X) \right] E_{inter} = I,$$

$$\text{s.t.} \quad E_{inter}^T E_{inter} = I. \quad (7)$$

Since the $D^w$ is a real diagonal matrix, it is a real symmetric matrix [38]. Thus, $D^w - W^w$ is a real symmetric matrix. For simplicity, we denote $\Phi_{inter} = \alpha \sum_{m=1}^C \sum_{i=1}^N (x_i - \mu_m)(x_i - \mu_m)^T + (1 - \alpha) tr(X(D^w - W^w)^T X)$. Based on [20], $\Phi_{inter}$ is a real symmetric matrix. We switch Eq. (7) to a simple eigenvalue and eigenvector problem. Based on the Lagrange multiplier, Eq. (7) forms the Lagrangian function [39]

$$\lambda E_{inter} = \lambda \sum_{i=1}^d \sum_{j=1}^d \Phi_{inter}(e_i, e_j) \lambda_j$$

Thus, Eq. (8) can be rewritten as

$$E_{inter} = \arg \min_{e_i} \sum_{i=1}^d \Phi_{inter}(e_i, e_i) = \arg \min_{\lambda_i} \sum_{i=1}^d \lambda_i.$$  

To optimize Eq. (9), we choose all negative eigenvalues of $\Phi_{inter}$. Thus, assuming that the number of negative eigenvalues of $\Phi_{inter}$ is $r$, $E_{inter} = [e_1, \ldots, e_r]$. The process of the first step is given in Algorithm 1.

Based on the first step, we obtain $E_{inter}$ and features $V$, i.e., $V = E_{inter}^T X$. According to Eq. (6) and features $V$, the second step of HDFE1 can be quantified as

$$\max_{E_{inter}} E_{inter}^T \left[ \beta \sum_{m=1}^C \sum_{i=1}^N (\mu_m - \mu)(\mu_m - \mu)^T + (1 - \beta) tr(V(D^b - W^b)V^T) \right] E_{inter} = I,$$

$$\text{s.t.} \quad E_{inter}^T E_{inter} = I. \quad (10)$$

We denote $\Phi_{inter} = \beta \sum_{m=1}^C \sum_{i=1}^N (\mu_m - \mu)(\mu_m - \mu)^T + (1 - \beta) tr(V(D^b - W^b)V^T)$. Similarly, $\Phi_{inter}$ is a real symmetric matrix. In addition, we switch Eq. (10) to a simple eigenvalue and eigenvector problem. We form Eq. (10) as 414 the Lagrangian function and set $\frac{\partial \lambda}{\partial \Phi_{inter}} = 0$, we have 415 $\Phi_{inter}e_i = \lambda_i e_i$. Thus, Eq. (10) can be rewritten as

$$E_{inter} = \arg \max_{e_i} \sum_{i=1}^d e_i^T \Phi_{inter} e_i = \arg \max_{\lambda_i} \sum_{i=1}^d \lambda_i.$$  

Fig. 4. An illustration of first minimizing the intra-class structure, and then maximizing the inter-class structure.

Fig. 5. An illustration of first maximizing the inter-class structure, and then minimizing the intra-class structure.
Algorithm 2. E_{\text{inter1}}

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>448</td>
<td><strong>Input:</strong> Data set ((x_i, y_i)_{i=1}^N), parameters (\beta) and (k_2);</td>
</tr>
<tr>
<td>449</td>
<td><strong>Output:</strong> (E_{\text{inter1}});</td>
</tr>
<tr>
<td>450</td>
<td>1: Compute (\sum_{m=1}^N n_i(\mu^m - \mu)(\mu^m - \mu)^T);</td>
</tr>
<tr>
<td>451</td>
<td>2: Compute (X(D^N - W^N)X^T);</td>
</tr>
<tr>
<td>452</td>
<td>3: Compute (\Phi_{\text{inter1}}), where (\Phi_{\text{inter1}} = \beta \sum_{m=1}^e \sum_{i=1}^n n_i(\mu^m - \mu)(\mu^m - \mu)^T + (1 - \beta)tr(X(D^N - W^N)X^T);</td>
</tr>
<tr>
<td>453</td>
<td>4: Eigendecompose (\Phi_{\text{inter1}}), suppose its eigenvalues are (\lambda_i, i = 1, \ldots, d), and its corresponding eigenvectors are (e_i). Assume (\lambda_1 &gt; \ldots &gt; \lambda_i &gt; \lambda_{i+1} &gt; \ldots &gt; \lambda_i);</td>
</tr>
<tr>
<td>454</td>
<td>5: (E_{\text{inter1}} = [e_{i+1}, \ldots, e_p]), where (p) is the number of positive eigenvalues;</td>
</tr>
<tr>
<td>455</td>
<td>6: return (E_{\text{inter1}}).</td>
</tr>
</tbody>
</table>

Algorithm 3. HDFE1

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>456</td>
<td><strong>Input:</strong> Data set ((x_i, y_i)<em>{i=1}^N), (E</em>{\text{inter1}}), (E_{\text{intra1}});</td>
</tr>
<tr>
<td>457</td>
<td><strong>Output:</strong> Extractor (E);</td>
</tr>
<tr>
<td>458</td>
<td>1: Perform (E_{\text{intra1}}) based on the input data ((x_i, y_i)_{i=1}^N);</td>
</tr>
<tr>
<td>459</td>
<td>2: Compute (V), where (V = E_{\text{intra1}}^T X);</td>
</tr>
<tr>
<td>460</td>
<td>3: Perform (E_{\text{inter1}}) based on the input data ((v_i, y_i)_{i=1}^N);</td>
</tr>
<tr>
<td>461</td>
<td>4: return (E), where (E = E_{\text{intra1}} E_{\text{inter1}}).</td>
</tr>
</tbody>
</table>

Algorithm 4. HDFE2

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>462</td>
<td><strong>Input:</strong> Data set ((x_i, y_i)<em>{i=1}^N), (E</em>{\text{inter1}}), (E_{\text{intra1}});</td>
</tr>
<tr>
<td>463</td>
<td><strong>Output:</strong> Extractor (E);</td>
</tr>
<tr>
<td>464</td>
<td>1: Perform (E_{\text{intra1}}) based on the input data ((x_i, y_i)_{i=1}^N);</td>
</tr>
<tr>
<td>465</td>
<td>2: Compute (V), where (V = E_{\text{intra1}}^T X);</td>
</tr>
<tr>
<td>466</td>
<td>3: Perform (E_{\text{inter1}}) based on the input data ((v_i, y_i)_{i=1}^N);</td>
</tr>
<tr>
<td>467</td>
<td>4: return (E), where (E = E_{\text{intra1}} E_{\text{inter1}}).</td>
</tr>
</tbody>
</table>

To optimize Eq. (11), we choose all positive eigenvalues of \(\Phi_{\text{inter1}}\). Thus, assuming that the number of positive eigenvalues of \(\Phi_{\text{inter1}}\) is \(p\), \(E_{\text{inter1}} = [e_{i+1}, \ldots, e_p]\). The process of the second step is given in Algorithm 2.

After the two steps of the HDFE1 algorithm, we obtain two extractors \(E_{\text{intra1}}\) and \(E_{\text{inter1}}\). The DFs can be extracted by \(E_{\text{intra1}}\) and \(E_{\text{inter1}}\) and equals to \(E_{\text{intra1}}^T E_{\text{inter1}}^T X\). In addition, the extractor \(E = E_{\text{intra1}} E_{\text{inter1}}\). The detailed process of HDFE1 is given in Algorithm 3.

For HDFE2, its first step is to maximize \(\beta S_{\phi} + (1 - \beta) S_{\theta}\). Based on the results of the first step, the second step is to minimize \(\alpha S_{\phi} + (1 - \alpha) S_{\theta}\). Similar to HDFE1, HDFE2 first computes the extractor \(E_{\text{inter1}}\), and then compute \(E_{\text{intra1}}\). Thus, in HDFE2, the extractor \(E = E_{\text{intra1}} E_{\text{inter1}}\). The detailed process of HDFE2 is given in Algorithm 4.

In addition, the extractor generated by HDFE1 can extract more effective DFs. The reason is that HDFE1 first minimizes the intra-class structure of the data. Thus, samples with the same class label will be aggregated, and linearly inseparable samples may become linearly separable. Then, HDFE2 maximizes the inter-class structure information of data to separate samples of different classes. In contrast, HDFE2 first maximizes the intra-class structure information of the data. Thus, different class labels of samples will push each other, which may make the distribution of the data is confusing. It would be that the linearly separable samples became linearly inseparable. Thus, in the subsequent minimization of the intra-class structure information, the same class label of samples cannot be aggregated together. Therefore, the extractor generated by HDFE1 can extract more effective DFs.

3.3 The Sub-ED Algorithm

In real-world scenarios, to meet the user’s requirements for delay and performance (e.g., recognition accuracy), the edge layer consists of three MEC platforms: access-level MEC platform, district-level MEC platform, and metro-regional-level MEC platform. As shown in Fig. 2. The access-level MEC platform is designed to support mMTC applications, e.g., augmented reality and smart city. The district-level MEC platform is designed to support uRLLC applications, e.g., connected cars. The metro-regional-level MEC platform is designed to support eMBB applications, e.g., video content delivery optimization. Therefore, we should deploy different extractors with different capabilities to different MEC platforms. For the access-level and district-level MEC platforms, we should deploy the extractor that extracts a small number of DFs to reduce network transmission delay and feature matching time. For the metro-regional-level MEC platform, we should deploy the extractor that extracts a large number of DFs to obtain high recognition accuracy.

To this end, we propose the Sub-ED algorithm, which divides \(E\) into two sub-extractors for deployment on the three-layer MEC platforms. We take the HDFE1 as an example. As shown in Fig. 6, the black curve indicates the relationship between the accuracy and the number of eigenvalues in the first step. As shown in the first step, the eigenvectors corresponding to negative eigenvalues are advantageous for extracting DFs. The eigenvectors corresponding to zero eigenvalues are useless for extracting DFs. The eigenvectors corresponding to positive eigenvalues are detrimental to extracting DFs. When \(E_{\text{intra1}}\) consists of eigenvectors corresponding to \(r\) negative eigenvalues, the first step of HDFE1 can achieve the highest accuracy, e.g., 85%. Thus, for the first step, we obtain \(E_{\text{intra1}}\), which consists of eigenvectors corresponding to all negative eigenvalues of \(\Phi_{\text{intra1}}\).
In Fig. 6, the red curve indicates the relationship between the accuracy and the number of eigenvalues in the second step. Based on the results of the first step, we maximize $\beta S_{p2} + (1 - \beta)S_{0}$. Thus, as shown, the eigenvectors corresponding to positive eigenvalues are advantageous for extracting DFs. The eigenvectors corresponding to zero eigenvalues are useless for extracting DFs. The eigenvectors corresponding to negative eigenvalues are detrimental to extracting DFs. When $E_{inter}$ consists of eigenvectors corresponding to $p$ positive eigenvalues, HDFE1 achieves the highest accuracy, e.g., 95%.

In addition, we observe that the accuracy rate increases rapidly at the beginning as the positive eigenvalue increases, and becomes slower later. This is because the eigenvalues are sorted and the absolute value of the eigenvalues is larger at the beginning. Thus, we can divide $E$ in terms of the relationship between the recognition accuracy and the number of eigenvalues. As shown in Fig. 6, the red curve increases rapidly when the number of positive eigenvalues is between 0 and $p2$. The red curve increases slowly when the number of positive eigenvalues is between $p2$ and $p$. The access-level and district-level MEC platforms support latency-sensitive applications with almost real-time response. To this end, we choose $p1$ positive eigenvalues as the dimension of $E1$, i.e., $E1 = [e_1, \ldots, e_p]$, where $p1 = \gamma * p2$, $\gamma \in (0, 1)$ is a positive real number. Lots of experimental results show that when $\gamma$ is approximately equal to 0.5, HDFE1 can achieve low network traffic and guarantee recognition accuracy. Because the metro-regional-level MEC platform can tolerate larger latency, we choose $p2$ positive eigenvalues as the dimension of the sub-extractor $E2$, i.e., $E2 = [e_1, \ldots, e_2]$. Compared with $E1$ and $E2$, $E$ achieves the highest accuracy. Thus, we place $E$ on the cloud server to serve high-accuracy applications, such as payment authentication.

In the Sub-ED algorithm, we first divide the extractor $E$ into the sub-extractor $E1 = [e_1, \ldots, e_p]$ and sub-extractor $E2 = [e_1, \ldots, e_2]$. Then, we deploy $E1$ in the access-level and district-level MEC platforms and deploy $E2$ in the metro-regional-level MEC platform. In addition, we deploy $E$ in the cloud server. Thus, extractors of different sizes are deployed on different MEC platforms to meet the diverse needs of users in terms of recognition accuracy and response time by extracting different numbers of DFs. In fact, the extractor can be divided into more fine-grained sub-extractors to cope with the different needs of IoT image recognition services.

In actual situations, the network conditions are dynamically changing, and fine-grained extractors are deployed so that users can select appropriate sub-extractors based on the current network status. For instance, when the current network condition is good and the user’s response time requirements can be met, the user can select a larger sub-extractor to obtain higher recognition accuracy. Otherwise, the user can choose a smaller sub-extractor to get a faster response at the expense of slightly lower accuracy.

### 3.4 Summary

The proposed framework not only improves accuracy, but also meets different demands of IoT image recognition services. In the framework, HDFE1 can improve the accuracy by extracting effective DFs from the data set on the cloud servers and the data on MEC platforms. Extracting DFs from the data on MEC platforms can reduce network traffic and feature matching time. The Sub-ED algorithm can meet the different demands of users by dividing $E$ into sub-extractors and deploying them into appropriate MEC platforms. This is because by extracting different numbers of DFs, network transmission delays and feature matching time and accuracy are affected.

In addition, because numerous IoT devices can use sub-extractors to extract DFs from the data on MEC platforms, the proposed framework can save network traffic. Assume that the pre-processed image data is 100 KB; the extracted DFs is 2 KB; the sub-extractor $E2$ is 2 MB. When there are 10,000 users requesting the image recognition, the MEC platform upload the pre-processed image data to the cloud servers with the network traffic of 1,000,000 KB. The total network traffic consumption of the cloud server sending the sub-extractor $E2$ to the MEC platform and uploading the DFs data to the cloud servers by the MEC platform is 22,048 KB. The results show that uploading the DFs data can reduce network traffic. In addition, sub-extractors $E1$ and $E2$ are not updated every time. When the new image accumulates a certain amount of data, we use the new image and HDFE1 algorithm to generate a new extractor, then use the Sub-ED algorithm to divide the new extractor into two sub-extractors and send them to the corresponding MEC platforms. We will leave it as our future work. As the number of IoT devices requesting image recognition increases, the proposed framework saves more network traffic.

### 4 Experiments

#### 4.1 Datasets

**Synthetic Data.** We generate three classes of uniformly distributed samples. The first class samples are numbers between intervals [0, 1]. The second class samples are numbers between intervals [0.8, 1.8]. The third class samples are distributed samples. The first class samples are numbers between intervals [1.6, 2.6].

**Yale** [39]. The Yale data set contains 165 grayscale images in GIF format of 15 individuals. There are 11 images per subject. The size of each image is resized to $32 \times 32$ pixels.

**Leaves** [40]. The Leaves data set contains 186 images of 312 species of leaves against cluttered different backgrounds. Each image is resized to $32 \times 32$ pixels.

**USPS** [41]. The USPS data set contains 1856 images of 10 individuals. The size of each image is $16 \times 16$ pixels.

**COIL20** [42]. The Columbia Object Image Library (COIL-20) contains 1440 images of 20 objects. The objects were placed on a motorized turntable against a black background. The size of each image is $32 \times 32$ pixels.

**UMIST** [43]. The UMIST data set consists of 564 images of 20 individuals, taking into account race, sex and appearance. Each image is resized to $32 \times 32$ pixels.

In addition, we compare the proposed algorithm with DAG-DNE [35], JGLDA [36] and WAPL [20] algorithms. DAG-DNE algorithm only includes local intra-class and inter-class structures. Although JGLDA algorithm includes all structures, they are treated equally when generating the extractor. WAPL not only includes all structures (i.e., global
and local intra-class structure, and global and local inter-
class structure), but also introduces trade-off parameters
(i.e., $\alpha$, $\beta$ and $\gamma$) to reasonably controls the contribution of
each structure. When evaluating the performance of the
Sub-ED algorithm, we compare HDFE1 with PCA [7], [8],
because PCA is one of the most popular feature extractor
generation algorithms and is widely used to extract features
of data. PCA aims to find a small number of features from a
large number of potentially relevant features that retain as
much information as possible.

4.2 Performance of Visualization
4.2.1 Experimental Setup
To evaluate the extracted DFs, we compare the proposed
algorithms with the WAPL algorithm, because WAPL
should be able to generate the extractor that can extract
more effective DFs than those generated by DAG-DNE and
JGLDA, as discussed above. In the experiment, parameters $\alpha$, $\beta$, and $\gamma$ in WAPL are 0.7, 0.5, and 0.2, respectively. The
parameters $\alpha$ and $\beta$ in the HDFE1 are 0.9 and 0.2, respec-
tively. The parameters $\alpha$ and $\beta$ in the HDFE2 are 0.9 and 0.8,
respectively.

4.2.2 Synthetic Data Set Visualization
The extractors generated by HDFE1 and HDFE2 can extract
more effective DFs from the data set. Fig. 7 shows that the DFs
extracted by extractors generated by HDFE1 and HDFE2
have the characteristics: if they come from data with the
same class label, they are aggregated; otherwise, they are
separable. However, the capabilities of the extractors gen-
erated by HDFE1 and HDFE2 are more efficient than the
capabilities of the extractor generated by WAPL. As shown
in Fig. 7. Fig. 7b shows some overlap between DFs of dif-
dent class labels of data. Figs. 7c and 7d show that the
DFs of different class labels of data are separate. The rea-
son is that WAPL generates the extractor by simulta-
neously optimizing the structural information of the data.
Although WAPL controls the contribution of each structure
through trade-off parameters, these data still interfere with
each other. HDFE1 and HDFE2 generate extractors by hier-
archically optimizing the structural information of the
data, thus avoiding mutual interference between the data,
so that the generated extractors can extract more effective
DFs.

The capability of the extractor generated by HDFE1 is much
higher than that of the extractor generated by HDFE2. As illus-
trated in Figs. 7c and 7d, DFs from the same class samples
are more aggregated. This is because, if the inter-class
structure is optimized first, the distribution of the samples
will become confusing because the samples of different
classes push each other, and even the linearly separable
samples become linearly inseparable, making samples
more difficult to separate. However, if the intra-class struc-
ture is optimized first, then the same class samples will be
pulled together and will be aggregated, even the linearly
inseparable samples will be linearly separable. So, the
extractor generated by HDFE1 can extract more effective
DFs.

4.3 Performance of Recognition Accuracy
4.3.1 Experimental Setup
We randomly split each data set into a training set $X_{tr}$ and a
test set $X_{te}$. $X_{tr}$ is randomly split into a training set $X_{tr1}$ and
a validation set $X_{tr2}$. We use the training set $X_{tr1}$ to tune
parameters and use the validation set $X_{tr2}$ to validate them.
For WAPL, we use the training set $X_{tr1}$ to tune $\alpha$, $\beta$, and $\gamma$.
When training one parameter, the other two parameters are
set to 0.5. For HDFE1 and HDFE2, we also use the training
set $X_{tr1}$ to tune $\alpha$ and $\beta$ and use the validation set $X_{tr2}$ to
validate them. $k_1$ and $k_2$ indicate the number of neighbors
selected when preserving the local intra-class and inter-
class structures, we shows the results when $k_1 = k_2 = 1$, $k_1 = 686$
$k_2 = 3$ and $k_1 = k_2 = 5$. We compare the proposed HDFE1 and
HDFE2 algorithms with DAG-DNE, JGLDA and WAPL algo-
rithms. When comparing all algorithms, their training
set and test set are the same.

Finally, the nearest neighbor classifier [44] is performed
on the test set $X_{te}$. We report the best mean accuracy and
standard deviation over 30 random splits for each data set.

4.3.2 Improvement of Recognition Accuracy
HDFE1 and HDFE2 achieve higher recognition accuracy. Table 1
shows that HDFE1 and HDFE2 achieve the highest recogni-
tion accuracy on all data sets. As shown, on Yale data set, when $k=1$, the recognition accuracy of HDFE1 is 6.44% higher than that of WAPL. The reason is that HDFE1 and
HDFE2 hierarchically explore the structural information of
the image data, avoiding the interference between image
data. Although JGLDA incorporates all sub-structures, it treats them equally. However, different sub-structures have
different contributions to generating the extractor. Further-
more, it optimizes these sub-structures simultaneously and
makes them interfere with each other. The DAG-DNE can-
not generate an extractor that extracts effective DFs because it incorporates only a subset of these sub-structures (e.g., local intra-class and inter-class sub-structures). Although WAPL contains all sub-structures and processes them rea-
sonably, it cannot generate an extractor for extracting DFs.
because it optimizes these sub-structures at the same time, which leads to mutual interference between image data. Therefore, HDFE1 and HDFE2 can generate extractors that can extract more effectively DFs compared with JGLDA, DAG-DNE, and WAPL.

The recognition accuracy of HDFE1 is higher than that of HDFE2 in most cases. As shown in Table 1, except on the USPS data set, when \( k = 5 \), the recognition accuracy of HDFE2 (i.e., 97.22%) is higher than the recognition accuracy of the HDFE1 (i.e., 96.15%), and the others are HDFE1 with a higher recognition accuracy. This is because that HDFE1 first minimizes the intra-class structure, and the same class images will be pulled together, which makes the subsequent different classes of image data easier to separate. However, HDFE2 first maximizes the inter-class structure, and image data of different classes will be pushed away, which can confuse the image data. Therefore, HDFE1 can generate an extractor that can extract more effective DFs and achieves higher recognition accuracy.

<table>
<thead>
<tr>
<th>Data Sets</th>
<th>( k = k_1 = k_2 )</th>
<th>JGLDA</th>
<th>DAG-DNE</th>
<th>WAPL</th>
<th>HDFE1</th>
<th>HDFE2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yale</td>
<td>( k=1 )</td>
<td>72.67±0.57</td>
<td>70.67±0.43</td>
<td>75.56±0.83</td>
<td>82.00±0.22</td>
<td>77.67±0.87</td>
</tr>
<tr>
<td></td>
<td>( k=3 )</td>
<td>80.00±0.97</td>
<td>80.00±0.62</td>
<td>82.22±0.47</td>
<td>84.44±0.47</td>
<td>82.67±0.52</td>
</tr>
<tr>
<td></td>
<td>( k=5 )</td>
<td>86.67±0.35</td>
<td>77.78±0.45</td>
<td>86.67±0.85</td>
<td>88.89±0.16</td>
<td>88.89±0.53</td>
</tr>
<tr>
<td>Leaves</td>
<td>( k=1 )</td>
<td>75.83±0.46</td>
<td>75.83±0.89</td>
<td>79.44±0.68</td>
<td>80.28±0.11</td>
<td>80.00±0.77</td>
</tr>
<tr>
<td></td>
<td>( k=3 )</td>
<td>77.22±0.72</td>
<td>75.56±0.63</td>
<td>75.83±0.37</td>
<td>78.33±0.39</td>
<td>77.22±0.49</td>
</tr>
<tr>
<td></td>
<td>( k=5 )</td>
<td>76.94±0.69</td>
<td>76.67±0.46</td>
<td>77.94±0.59</td>
<td>79.72±0.06</td>
<td>78.33±0.23</td>
</tr>
<tr>
<td>USPS</td>
<td>( k=1 )</td>
<td>93.96±0.23</td>
<td>95.79±0.54</td>
<td>96.00±0.28</td>
<td>97.80±0.18</td>
<td>97.52±0.42</td>
</tr>
<tr>
<td></td>
<td>( k=3 )</td>
<td>93.59±0.30</td>
<td>95.60±0.58</td>
<td>96.00±0.87</td>
<td>97.25±0.36</td>
<td>96.70±0.26</td>
</tr>
<tr>
<td></td>
<td>( k=5 )</td>
<td>94.32±0.91</td>
<td>95.97±0.34</td>
<td>95.99±0.45</td>
<td>96.15±0.61</td>
<td>97.25±0.32</td>
</tr>
<tr>
<td>COIL20</td>
<td>( k=1 )</td>
<td>84.40±0.50</td>
<td>84.74±0.39</td>
<td>85.67±0.45</td>
<td>88.83±0.41</td>
<td>87.58±0.27</td>
</tr>
<tr>
<td></td>
<td>( k=3 )</td>
<td>86.77±0.69</td>
<td>87.45±0.41</td>
<td>88.21±0.73</td>
<td>89.14±0.24</td>
<td>89.14±0.51</td>
</tr>
<tr>
<td></td>
<td>( k=5 )</td>
<td>84.24±0.73</td>
<td>85.76±0.58</td>
<td>86.12±0.26</td>
<td>87.11±0.13</td>
<td>86.20±0.37</td>
</tr>
<tr>
<td>UMIST</td>
<td>( k=1 )</td>
<td>97.22±0.55</td>
<td>97.32±0.26</td>
<td>98.06±0.82</td>
<td>98.63±0.41</td>
<td>98.35±0.63</td>
</tr>
<tr>
<td></td>
<td>( k=3 )</td>
<td>98.35±0.78</td>
<td>97.64±0.34</td>
<td>98.25±0.79</td>
<td>98.87±0.33</td>
<td>98.87±0.47</td>
</tr>
<tr>
<td></td>
<td>( k=5 )</td>
<td>98.10±0.64</td>
<td>97.87±0.54</td>
<td>98.46±0.55</td>
<td>98.57±0.29</td>
<td>98.56±0.31</td>
</tr>
</tbody>
</table>

4.4 Performance of the Sub-ED Algorithm

4.4.1 Experimental Setup

We use 10% (15), 10% (18), 10% (182), 10% (1280), and 50% (284) images of the Yale, Leaves, USPS, COIL20, and UMIST data set as test images. Note that the number in the parentheses is the number of test samples. The parameters of \( \alpha \) and \( \beta \) are turned as in Section 4.3.1. We set \( k_1 = 1 \) and \( k_2 = 4 \). In the Yale data set, \( \gamma = 8/15 \). In the Leaves data set, \( \gamma = 10/19 \). In the USPS data set, \( \gamma = 16/37 \). In the COIL20 data set, \( \gamma = 5/11 \). In the UMIST data set, \( \gamma = 5/8 \). Without any knowledge, we can set \( \gamma = 1/2 \).

4.4.2 Results

HDFE1 improves recognition accuracy across all data sets on all MEC platforms. As illustrated in Fig. 8, compared with PCA, the HDFE1 improves recognition accuracy by 23.08% on the Yale data set. For the access-level and district-level MEC platform, compared with PCA, the HDFE1 improves recognition accuracy by 9.05% on the Yale data set. For the metro-regional-level MEC platform, compared with PCA, the HDFE1 improves recognition accuracy by 11.88% on the COIL20 data set. This is because HDFE1 can generate an extractor that extracts effective DFs from image data set. However, PCA aims to extract features that can preserve the global structural information of the image data, rather than DFs that facilitate recognition or classification tasks. Therefore, compared with PCA, HDFE1 can achieve higher recognition accuracy by extracting effectively DFs.

HDFE1 reduces network traffic and feature matching time on all MEC platforms across. As illustrated in Fig. 9, for the access-level and district-level MEC platforms, HDFE1 reduces network traffic by 26.83% on the COIL20 data set compared with PCA. Fig. 10 shows that, for the access-level and district-level MEC platforms, HDFE1 reduces feature matching time by 94.97% on the COIL20 data set compared with PCA. The reason is that HDFE1...
can extract a small number of DFs from the image data. Thus, the corresponding MEC platforms only need to upload a small amount of DFs data to the cloud server. A small amount of DFs data consumes a small amount of network transmission traffic, which also has a short network transmission delay. A small number of DFs also indicates a shorter feature matching time, because there are fewer DFs that need to be matched. Therefore, HDFE1 can reduce network traffic and feature matching time. This also shows to a certain extent that HDFE1 can reduce the response time of image recognition services, because the response time mainly includes network transmission time and feature matching time.

*The more images that are processed, the more network traffic and feature matching time saved.* As illustrated in Fig. 9, compared with PCA, HDFE1-A reduces network traffic by 88.88% on the USPS data set. Compared with PCA, HDFE1-A reduces network traffic by 86.35% on the Leaves data set. Fig. 10 shows that HDFE1-A reduces feature matching time by 17.31% compared with PCA on the USPS data set. Compared with PCA, HDFE1-A reduces feature matching time by 15.53% on the Leaves data set. This is because a large number of images are processed by the extractor on the USPS data set. For instance, if one image can save 1 KB, then two images can save 2 KB. Similarly, if one image can save 100 milliseconds, then two images can save 200 milliseconds. Therefore, as the number of images processed by the extractor increases, more network transmission traffic and feature matching time can be saved.

### 5 Conclusion

In this paper, we mainly make the following three contributions. First, we propose an IoT services framework to adapt the hierarchical MEC environment. Second, we propose the HDFE algorithm to generate an extractor to extract DFs from the image data set on cloud servers and images on MEC platforms. In addition, we analyze two version of HDFE: HDFE1 and HDFE2. Third, we propose the Sub-ED algorithm to divide the extractor into sub-extractors and deploy them on different MEC platforms to meet the diverse demands of IoT services. Experimental results show that the proposed framework can improve recognition accuracy, reduce network traffic and feature matching time, and meet diverse demands of IoT services. In future work, we will deploy the proposed framework in the real MEC environment.
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