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Abstract—Crowdsourcing is a promising platform, whereby massive tasks are broadcasted to a crowd of semi-skilled workers by the
requester for reliable solutions. In this paper, we consider four key evaluation indices of a crowdsourcing community (i.e. quality, cost,
latency, and platform improvement), and demonstrate that these indices involve the interests of the three stakeholders, namely
requester, worker and crowdsourcing platform. Since the incentives among these three stakeholders always conflict with each other, to
elevate the long-term development of the crowdsourcing community, we take the perspective of the whole crowdsourcing community,
and design a crowdsourcing mechanism to align incentives of stakeholders together. Specifically, we give workers reward or penalty
according to their reporting solutions instead of only nonnegative payment. Furthermore, we find a series of proper reward-penalty
function pairs and compute workers personal order values, which can provide different amounts of reward and penalty according to
both the workers reporting beliefs and their individual history performances, and keep the incentive of workers at the same time. The
proposed mechanism can help latency control, promote quality and platform evolution of crowdsourcing community, and improve the

aforementioned four key evaluation indices. Theoretical analysis and experimental results are provided to validate and evaluate the

proposed mechanism respectively.

Index Terms—Crowdsourcing, incentive, reward, penalty, belief.

1 INTRODUCTION

The common application of crowdsourcing is in the contexts
of knowledge gathering (e.g. mobile crowdsensing[1]) or
decision making tasks (labeling of training dataset in ma-
chine learning). In these contexts, the number of tasks to
complete is too large for insufficient number of experts, and
the evaluation process cannot be automatically performed
very well by a computer [2], [3], [4]. As a result, a feasible
alternative is to resort to a crowd of individuals (i.e. workers)
recruited on an online crowdsourcing platform (e.g., MTurk'
or CrowdFlower?) to undertake these tasks (i.e. completing
a task, then reporting the solution of the task through the
crowdsourcing platform) [5]. The person who publishes
tasks and obtains the solutions through the crowdsourcing
platform is called the requester.

Based on the state of art of crowdsourcing industry and
academia, we summarize four key evaluation indices of
current crowdsourcing community, namely quality, cost, la-
tency and platform improvement: 1) Quality. In typical crowd-
sourcing settings, like MTurk and CrowdFlower, a worker
is simply paid in proportion to the amount of tasks she
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Fig. 1: Crowdsourcing community involves three stake-
holders, namely requester, worker and crowdsourcing platform.
They interact with each other through the four key evalua-
tion indices of the whole crowdsourcing community, namely
quality, cost, latency and platform improvement.

has completed. As a result, a worker inclines to undertake
tasks that she is not good at, or spends less effort and time
on each task, thereby degrading the quality of her report-
ings [6]. However, the requester desires workers to report
high-quality solutions, as a task’s final truthful solution
is elicited from the collected solutions; 2) Cost. The cost
control focuses on how to motivate the workers to do their
best with minimal cost [7], [6]. It is reasonable to assume
that both the requester and workers are self-interested and
rational [8], [9], [10], [11]. Hence each worker attempts to
maximize her own payment, while the requester aims to
achieve high-quality final solutions of tasks with minimal
cost; 3) Latency. Latency control is important as the practical
total completion time for the whole tasks of a requester
may exceed the time constraint set by the requester [12].
Excessive latency may occur when professional workers are
insufficient, or tasks are difficult for most average work-
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ers. In these cases, if a difficult task is skipped by most
workers, it will lag behind and result in excessive latency
phenomenon of the whole tasks; 4) and Platform Improve-
ment. Platform improvement targets on the sustainable de-
velopment of the crowdsourcing community. This includes
attracting more professional or reliable workers, meanwhile
preventing badly-behaved workers (i.e., the opposite of
a professional workers, whose reportings in history are
typically judged wrong) flooding into the crowdsourcing
platform. Important though, platform improvement has not
been explicitly put forward and studied currently [7].

From the above description of the four key evaluation
indices, we demonstrate that crowdsourcing community
involves the interests of three stakeholders, namely requester,
worker and crowdsourcing platform (Fig. 1). Existing crowd-
sourcing community seldom considers aligning incentives
of the stakeholders together, which can be a significant
obstacle to its further application [13]. Moreover, the incen-
tives among the three stakeholders always conflict with each
other. This has an adverse effect on the four key evaluation
indices [14], [15], [16], [17], which will impede the long-term
development of the whole of a crowdsourcing community
(mainly referring to the three stakeholders). For example,
if a worker aims to earn more payment (the fundamental
objective of workers), she may attempt to complete as many
tasks as possible within fixed time cost, thereby resulting in
low quality of the reportings; if she also desires to gain high
approval rate (the percentage of reporting solutions that are
judged right, which is an important indicator adopted by
MTurk and CrowdFlower), she may skip the difficult tasks
(skipping is a function supported by most crowdsourcing
platform), thereby leading to excessive latency. Neither of
the worker’s strategies are in line with the requester’s
incentive. If workers and requesters cannot reach a consen-
sus, they may leave the crowdsourcing community for job-
hopping, which will significantly harm the crowdsourcing
platform. Hence, the key to improving all of the four key
evaluation indices is to take the perspective of the whole
crowdsourcing community and design a mechanism that
can align together the incentives of three stakeholders in
the crowdsourcing community.

To this end, in this paper, we design a mechanism to
align the incentives of three stakeholders in current crowd-
sourcing. More specifically, the major contributions include:

1) We show the conflict of interest of three stakeholders
in crowdsourcing community. Further, we point out the
importance of aligning their incentives for improving
system performance.

2) We conduct a questionnaire survey among 500 workers
on CrowdFlower, and verify that our hypothesis that
in most cases in real crowdsourcing community all
workers believe that they observe the real solution of
each task, which is only perturbed by unbiased noise.

3) We find a series of proper reward-penalty function pairs
and design a mechanism to align together the incen-
tives of the three stakeholders. Compared with a single
reward function or reward-penalty function pair, the
proposed mechanism is more effective to control the
cost of the requesters, keep the incentive of workers,
and improve the performance of platform.

4) Both theoretical analysis and simulation experiments
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demonstrate that the proposed mechanism can help to
improve the four key evaluation indices of crowdsourc-
ing.

The remainder of this paper is organized as follows: we
first present and verify a hypothesis in crowdsourcing in
section 2. Then, we propose the incentive mechanism to
align the incentives of different parties in crowdsourcing in
section 3. In section 4, we theoretically analyze and study
the properties of the proposed mechanism. In Section 5,
we implement the proposed mechanism on existing crowd-
sourcing platform and conduct simulation experiments to
further validate the proposed mechanism. Section 6 presents
the existing literature and Section 7 closes the paper with
conclusions.

2 VERIFICATION OF THE HYPOTHESIS

The proposed mechanism is mainly based on the following
hypothesis: all workers believe that in most cases they ob-
serve the real solution of each task, which is only perturbed
by unbiased noise. An example to support this assumption
is when some workers in the same classroom are asked to
count the number of students, and they make decisions on
their own and are not allowed to communicate with each
other. A radically different assumption from the mentioned
hypothesis is that a worker can obtain the intention or
preference of other workers. For instance, workers are asked
to report their attitudes towards a well-known social issue
(e.g. public voting), the statistical information of people’s
attitudes can be obtained from the media or other ways,
and a worker will report what others will report to get a
payment, regardless of the real solution.

In order to verify our hypothesis, we conduct a ques-
tionnaire survey among 500 workers on CrowdFlower. In
this survey, we ask the workers just to report the percentage
of cases where they need to take into account the attitudes
of other workers on CrowdFlower when performing the
crowdsourcing tasks, i.e. the probability that our hypothesis
holds in real crowdsourcing community. Based on the re-
sults of the questionnaire survey, we show the probability
density estimation curve [18] in Fig. 2. The probability
density estimation curve in Fig. 2 is highly asymmetry,
and it shows that our hypothesis holds in most cases in
a real crowdsourcing community. Specifically, nearly 95%
of workers think the probability that our hypothesis holds
is large than 0.6, while more than 80% of workers think
the probability is large than 0.8. Note that the hypothesis is
not necessarily true for all the settings, however, it holds in
most cases in a real crowdsourcing community. We continue
to conduct a questionnaire survey among 400 workers on
another crowdsourcing community named MTurk, which
is a famous crowdsourcing community like CrowdFlower.
The result shows that nearly 92% of workers think the
probability that our hypothesis holds is large than 0.6, while
more than 84% of workers think the probability is large than
0.8.

Though the proposed mechanism can be applied in real
crowdsourcing community such as CrowdFlower, it should
be noted that it is designed mainly for the situations where
the hypothesis holds. While in dealing with social problems
such as a public opinion poll, or social problems take up the
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Fig. 2: The probability density estimation curve of the
probability that our hypothesis holds in real crowdsourcing
community.

major part, it will be not appropriate. In fact, several exist-
ing theoretical development of crowdsourcing mechanisms
have partially or totally work on this hypothesis too, such
as Peer Prediction [15], and Bayesian Truth Serum[16], and
the deployment of simple and intuitive mechanisms, such as
the Output Agreement mechanism [19]. Different from these
works, the proposed mechanism may reward or punish a
worker, instead of giving only nonnegative payment, which
will be described in detail later. What is more, we further
analyze and divided the possible cases into two kinds of
hypothesizes, and definitely show that we are working on
the former.

3 INCENTIVE MECHANISM DESIGN

The basic idea of the proposed mechanism is as follows. A
worker is required to report both of type (i.e. her selected
solution for a task’.) and belief values (i.e. her confidence
of the selection, or the probability that her solution for the
task is judged right) for a task. The reason for introducing
belief is that people always estimate different probabilities
of giving the right answer intentionally or unintentionally
when faced with a decision making problem, due to the
inherent difficulty of problem, their different experiences
and professional knowledge, etc. [20]. With the reporting
tuples <type, belief> of several workers for the same task,
a mechanism is devised to utilize them to generate the task’s
benchmark solution and its final truthful solution. If a worker’s
reporting type is the same as the benchmark solution, she
will get a reward from the requester, otherwise she must
pay a penalty back to the requester. The rationale is that
the former has a positive influence on generating the task’s
benchmark solution, while the latter is the opposite. In addi-
tion, for a reporting tuple, the amount of reward and penalty
has a positive correlation with the worker’s reporting belief
as the influence of reporting tuples increases with belief
value [20], [21]. We should find the proper reward-penalty
function, with which a worker can maximize the expected
payment if and only if she truthfully reports the type and
the associated belief. Note that the final truthful solution
is different from the benchmark solution, which will be
detailed later.

3. The candidate solutions for a task is finite, and every candidate
solution is a potential reporting type.

3

The proposed mechanism is composed of three rules,
namely judgement rule, reward and penalty rule, and final
generating rule. As shown in Fig. 3, the judgement rule takes
reporting types as input to judge whether a worker deserves
reward or penalty, instead of paying only nonnegative mon-
ey in most existing studies; the reward and penalty rule
decides the amount of reward and penalty according to the
reporting beliefs; and the final generating rule generates the
final solution for a task, based on both the reporting types
and beliefs. The combination of judgement rule and reward
and penalty rule stimulates workers to truthfully reports
their types and beliefs for the given tasks. And the final
generating rule helps to generate reliable final solutions. In
the following, we will detail the three rules step by step.

l Judgement Rule Reportinbj Final Generating Rule
! i)
Reward and ——
[ Penalty Rule | AREl et Final Solution

receive

report {
Reward/Penalty pay- % join—> @%4 join &
I Worker Platform Requester

Fig. 3: Framework of the proposed mechanism.

3.1 Judgement Rule

It is worth noting that in this work we only focus on binary-
type tasks (the candidate solutions for a task is binary, e.g.
Yes/No, Right/Wrong or A/B). This is mainly due to the two
reasons: On the one hand, we observe that a number of
interesting judgement tasks (e.g. adult image identification)
are indeed binary [22], [16]. On the other hand, a task with
more than two candidate solutions can be readily broken
up into several binary-type tasks [5]. For example, eliciting
people attitudes from three options, i.e. positive, negative or
neutral on the British voting to leave the European Union in
2016* is a three-type task. We can decompose it into three
binary-type tasks, i.e. whether a person’s attitude is positive
(negative or neutral) or not.

Suppose that a requester has published T' tasks on a
crowdsourcing platform, and there are totally N workers
that have participated in undertaking these tasks. The task is
indexed by t € {1,2,--- ,T}, and the worker is indexed by
n € {1,2,---, N}. For convenience, we denote the binary-
type space as Y = {—1,+1}. For example, in a Yes/No
questionnaire problem, we can denote Yes with +1 and
No with —1. Let s; denote the set of workers that have
completed task ¢, such that s; C {1,2,---,N}. If worker
n has completed task ¢, we let y,, ; € J denote her reporting
type of task ¢. Then, we have the benchmark solution of task
t, which is defined as follows:

Ji =sign (Z y) (1)
neEse

where function sign(7) = 1 if # > 0 and —1 otherwise. If
Zne.st Yn,t = 0, Eq. 1 will not generate a valid benchmark

4. https:/ /en.wikipedia.org/wiki/United_Kingdom_European_Union_

membership_referendum, 2016
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solution. To deal with this problem, we can add another
worker to complete the task, and compute Eq. 1 again. Note
that the reporting belief associated to the reporting type is
not considered into Eq. 1, because a simple majority voting
rule can avoid the inference of worker’s reporting beliefs in
generating the benchmark, which is used to judge whether
a worker deserves reward or penalty.

Benchmark solution g; is used to judge whether a worker
deserves reward or penalty for her reporting type v, : of
task t. Specifically, for a worker n € s, if y,+ is equal
to u;, she will get a reward from the requester, otherwise
she must pay a penalty back to the requester. Therefore, the
judgement rule can be summarized as follows:

reward, if yn.=0

penalty, if yn: # U '

To resist a collusion attack [23], we can distribute the tasks
randomly to a vast number of workers, which will make a
collusion attack very expensive to launch successfully.

It is possible to incorporate penalty into the practical
crowdsourcing incentive mechanisms. The reasons are 1) A
crowdsourcing platform will not always attempt just to at-
tract as many workers as possible. For example, to improve
quality, MTurk decided not to accept new international
worker accounts in 2012, though this would lose a lot of
international workers®. 2) Work in [20] shows that worker’s
confidence for a wrong answer should be imposed a penalty
that is related to the confidence value. So forcing workers to
pay for their poor performance can be an option. However,
the current crowdsourcing platforms such as MTurk, have
not adopted penalty as part of incentive mechanism.

Note that the formulation of benchmark solution in Eq.
1 is essentially an application of the simple majority rule [24],
where the candidate type with more workers is selected as
benchmark (with some way of breaking ties, for example,
flipping a coin). Therefore, this rule naturally inherits the
merits of the simple majority rule, making truthful reporting
as a dominant strategy of workers if they want to get more
reward.

judgement = { 2)

3.2 Reward and Penalty Rule

In this section, we present the process of finding the proper
reward-penalty function pair (i.e. the reward function and its
corresponding penalty function), with which a worker can
maximize the expected payment if and only if she truthfully
reports <type belief> for a task.
The formulation of benchmark solution in Eq. 1 can be
transformed as follows:
1
}7 ®)

where |s;| means the number of workers for task t. Note that if

1 1
. nEsyyp p=+1 n€st Y pn=—1 .
|s¢] is large enough, B and B will

be very close to the probabilities that workers report type
+1 and type —1 respectively for task ¢. As we only consider
binary-type tasks, the type with probability larger than 0.5
is surely selected as benchmark. In fact, when a person

Znesmyk,n:-i-l 1 Znesuyk.n=—1

st ’ |s¢|

J; = arg max
Yt g 2 {

5. http:/ /turkrequesters.blogspot.sg/2013/01/ the-reasons-why-
amazon-mechanical-turk.html
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makes a decision, she always unconsciously estimates the
probability that her choice will be proved right. Taking stock
market as a similar example [25], investors decide to buy or
sell stocks according to personal estimation of price trends
(up or down), and in turns the future price is influenced by
investors’ current decisions.

The concept of reporting belief in this work derives just
from the above probability. It is of importance because it
indicates the reliability of its corresponding type, which is
helpful in generating final truthful solutions. The above
probability can be considered as a worker’s belief about
what other workers will report. While in the application
scenario under consideration, we assume every worker has
little knowledge of others and she can only depend on her
unique experience and knowledge to estimate the answer
and her belief, which is a stronger assumption than work
in [16]. In addition, the belief value in this work is not
shared by workers, and each agent’s reporting belief will
not update in the process. So a worker’s belief about what
other workers have reported (the above probability) does
not contradict with her confidence of the selection (reporting
belief).

The value range of reporting belief is set as [0.5, 1], which
is different from [16]. In [16], the reporting belief lies in
range [0, 1], which supposes belief in (0.5,1] and [0,0.5)
determinatively correspond to type=1 and 0, respectively.
The proposed reporting tuple is not just a different user
interface compared to a single report of belief value in range
[0, 1]. The advantages are as follows: 1) If the belief value in
a reporting tuple is in range [0, 0.5), the reporting tuple will
be considered invalid for this palpable mistake. As a result,
compared to the single reporting belief in range [0, 1] in [16],
the proposed reporting tuple can filter out reporting tuples
with palpable mistakes; and 2) It aligns agents” reporting
belief in the same range [0.5, 1], which makes it easy for
us to deduce the family of reward-penalty functions in Eq.
10. The single reporting belief in range [0, 1] in [16] cannot
provide us with this convenience.

Suppose a worker gives a reporting belief value z, in-
stead of the real probability of her reporting type in her
mind (denoted by symbol c). We let r(z) > 0 be the reward
function of variable x when worker’s reporting type is right,
and p(z) > 0 be the penalty function of  when worker’s
reporting type is wrong. The worker’s reporting type will be
judged right with probability ¢ and wrong with probability
1 —c. Then, the expected gain function of the worker for this
reporting is defined as follows:

g(x) =r(z)-c—plx)- (1 -0 @

Note that the value c of different workers may be different
based on their different experiences and professional knowl-
edge. Moreover, the same worker’s value ¢ for different
tasks may be different due to the inherent difficulty of
different tasks. For a specific pair of worker and task, ¢
should be a known value to the worker. While when the task
is given to different workers, c may have different values be-
cause everyone has unique knowledge and experience from
others. Here we consider it in a more holistic perspective
instead of the view of an individual worker. That is why we
can call it a variable instead of a constant value here.
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Another fact that we should not neglect is that Eq. 2 and
Eq. 4 do not conflict with each other. According to Eq. 2,
whether a worker gets reward or penalty is based on her
reported value y and the values reported by the majority.
And the amount of reward and penalty to a worker is
decided by her reporting belief value, which is reflected in
Eq. 10. As we can see, Eq. 2 and 4 work well in a specific
task. In Eq. 4, it says the fact that the expected gain value
of a worker in completing massive similar tasks (Or the
reporting of the same task by the worker happens many
times) is determined by the worker’s individual ability,
which is relative to her knowledge and experience and the
task itself. A complete version of Eq. 4 is Eq. 11. The c in
Eq. 11 means the worker’s individual ability. So Eq. 2 can be
considered as a specific case for a worker and a task, while
Eq. 4 describes the statistical result.

To find the proper reward-penalty function pair, namely
expressions of r(z) and p(x), we list the following three
properties they must satisfy:

1) Incentive Compatible Principle. A mechanism is in-
centive compatible when a worker can maximize the
expected payment if and only if she tells the truth [6].
It is reasonable because each worker is self-interested
in actual situations. She would not report the value
¢, if doing so would not bring her benefits or even
worse. Under this mechanism, a worker needs not
to perform any complex computations to know what
value to report. Provided that the worker trusts that
the crowdsourcing community operates as prescribed,
she will prefer to report honestly [23], [21]. Our goal
is to design reward-penalty functions r(z) and p(z)
appropriately, to meet the constraint as follows:

argmax g(z) = ¢, (5)

which means that the value of reporting belief x that
can maximize g(z) is equal to the real chance ¢, or ¢
is the maximum value point. Eq. 5 means the incentive
compatible principle.
At the position of the maximum value point, the first
derivative of a twice differentiable function must be
equal to 0, and the second derivative must be negative.
So we have
r(x) 1 )

plz) = . (6)

r"(z) - x—p'(x)- (1—-2)<0

2) Gradients of Reward and Penalty Functions. The larg-
er of reporting belief, the larger of the influence of its
corresponding reporting type. If a worker’s reporting
type is judged as right, we should reward the worker,
and the reward amount should be positively related to
her reporting belief 2. On the contrary, if the reporting
type is judged as wrong, we should punish the worker,
and the penalty amount should also be positively relat-
ed to her reporting belief x. As a result, the gradients of
reward-penalty functions must be positive as follows:

r'(x) > 0,p'(x) > 0. (7)

This basically reflects the fact that the amount of reward
and penalty has a positive correlation with the worker’s
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reporting belief since the influence of reporting tuples
increases with belief value increases[20], [21].

3) Bounds of Reward and Penalty Functions. Boundary
values for the differential equations are needed for easy
solvability [26]. We list two boundary constraints: a) For
binary-type tasks, a reporting type with reporting belief
x = 0.5 provides no useful information, so the reward
and penalty function at z = 0.5 should both be 0.
b) In addition, for simplicity, we set the reward at
z = 1 with 1, which means that a worker giving a right
answer with reporting belief 1 will get one unit reward.
Then, we have the bounds of functions of rewards and
penalties by the following:

r(0.5) = p(0.5) =0, r(1)=1. ®)

By combining the above constraints together, we can
build the mathematical model of the reward-penalty function
pair as follows:

r(m) 1 _

pl(z) = =

r(x)-x—p'(x)- (1—2) <0

r'(z) > 0, r(z) >0 ; )
p(x)>0,  p(z)=0

r(0.5) =p(0.5) =0, r(1)=1

where 0.5 < z < 1. If a function pair of r(z) and p(z) satis-
fies these constraints above, this function pair is considered
to be proper for the proposed crowdsourcing mechanism.

Note that there exist numerous function pairs of 7(z)
and p(z) without more constraints. For convenience, we
only consider the simplest case, where r(z) and p(z) are
both polynomial functions of x, and the polynomial greatest
common divisor of their first derivatives is a power function
of z (e.g. x, ¥?, etc.). Then, by solving Eq. 9, we can get a
family of reward-penalty functions as follows:

_ (k=12 2%k k=1 k+1
rr() = =52 + @ 2% k1 (10)
(z) = (k=1)2% & k=1
De\T) = or g1 2F—k—1

where k£ > 2 is the order of reward-penalty function pairs.

As is expected, if we replace r(z) and p(z) in Eq. 4 with
Eq. 10, we can easily find that z = c is the global maximum
point of g(z) in range = € [0.5, 1]. As a result, we can write
down the k-th order expected gain function by substituting
Eq. 10 into Eq. 4, as follows:

—2ck+2FckF + k-1
g(e) = 2% k1

Note that it is very hard for a worker to provide the
exact value of belief for the answer she offers. Note that the
expected gain function is a concave function in range [0.5,1]
and has only one peak at the exact value. If the belief value
the worker provides is closer to the real value, she will gain
more. As a result, providing the exact belief value is best,
but not necessary.

Another fact that should not be neglected is that every
task has a belief value behind it, while workers may give
different estimated belief values. The belief value behind
each task can be considered as the probability that this task
will be given a right solution. We name it as real belief value
c. However, the real belief value cannot be obtained by the

)
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crowdsourcing platform and every single workers. To the
worker n who tries to complete task t, she can only estimate
the a estimated belief value c, ¢ of the real belief value c
according to his knowledge, efforts, and other factors. In
most cases, the estimated belief value ¢, ; is near the real
belief value c. To maximize the expected gain, the worker
should report truthfully the her solution and estimated
belief value c,, ;. In the latter part, without loss of generality,
we still use symbol c to represent c,, ; for simplicity.

3.3 Final Generating Rule

The concept of benchmark solution in judgement rule consid-
ers workers’ reporting beliefs are the same, which is not con-
sistent with the actual situation. Therefore, the benchmark
solution cannot be considered as the task’s final truthful so-
lution. In fact, a reporting type with a larger reporting belief
value is more reliable than a smaller one. So a good final
generating rule should take this belief value into account.

In what follows, we present the proposed final generat-
ing rule. If worker n has completed task ¢, let g, ; denote the
expected payment, and y, ; € ) denote the corresponding
reporting type. The final solution y; for task ¢ can be
computed as follows:

y; =sign (Z gn,tyn,t> : (12)

nese

Compared to the simple majority rule in judgement rule
(Eq. 1), Eq. 12 is similar to weighted majority rule [24] or
weighting aggregation procedure [27], where the weight of
reporting type vy is obviously the expected payment g, .
The proposed final generating rule can find truth even if
most workers’ reporting types are wrong.

The expected payment g, ; is chosen as the weight of
reporting type v, : for two reasons: 1) gx(c) is a monoton-
ically increasing function of variable ¢ in range [0.5, 1] for
all & > 2, which ensures a larger weight if a reporting
type has a larger reporting belief value, and vice versa;
2) by incorporating 7 (z) and py(z), gi(c) is more suitable
than each of them to measure the reliability of a reporting
type; 3) compared to a worker’ belief value ¢, gi(c) has
more distinguishing ability with the quality of workers’
reportings.

In this paper, two kinds of solutions are generated,
i.e., benchmark solution and final generating solution. The
benchmark solution is generated by the simple majority rule
to determine whether to reward or punish the workers.
Together with the reporting belief value of each reporting
solution from a worker, the benchmark solution can even
determine the amount of award or penalty. The simple
majority rule naturally inherits the merits of the simple
majority rule, making truthful reporting as a dominant
strategy of workers if they want to get more reward. How-
ever, the benchmark solution considers workers’ reporting
solutions as equal regardless of the different reporting belief
values, which is not very impertinent. As a large belief
value means a more reliable reporting solution, we must
take into account it when generating the final generating
solution. As the respected gain function has a lot of good
merits, we take it as the weight of reporting solutions
in weighted majority rule, and use the result as the final
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generating rule. In conclusion, the benchmark solution and
final generating solution have quite distinct functions in the
proposed mechanism, and no one of them is indispensable.

3.3.1 Utility of Reportings

First we define the idea of utility of reportings. Then we
show that under the proposed mechanism, for a requester,
hiring badly-behaved workers does not necessarily incur
more costs than hiring professional workers.

Definition 1 (Utility of reportings). A reporting’s utility
means to what extent it influences the process of generating
the final solution for a task. Applying this definition into
Eq. 12, we can conclude that in this work the utility of a
reporting is the expected payment g,, ¢.

The above definition of utility of reportings leads to an
intriguing phenomenon in estimating the final truthful so-
lution of a task. As Eq. 12 can be written as follows:

> >

neEst,Yr,n==+1 nESt,Yk,n=—1

y; = sign [ + In,t — Init |, (13)

it shows that adding up individual utilities of the same
reporting type (+1 or -1) together can lead to a bigger
utility value. Further, if the sum of utilities of several badly-
behaved workers (each with a small utility) is equal to a
small number of professional workers (each with a bigger
utility), the requester will pay them the same. In other
words, hiring badly-behaved workers does not necessarily
mean to cost more than hiring professional workers.

This above conclusion is quite different from earlier
works [28], [8], [15], [16], [19] or current crowdsourcing
communities. The fundamental reason is that in these works
once a worker’s reporting type is judged as right, the
requester should pay her the same amount, regardless of the
reliability difference of the reporting types. What’s more, a
requester always gives workers nonnegative payment, in-
stead of giving a penalty to workers with a wrong reporting
type. As a result, to get more reliable answers under the cost
limitation, the requester always tries as much as possible
to select professional workers to complete tasks and avoid
badly-behaved workers meanwhile.

To force workers to pay penalty to the requester, a
real platform can charge each worker a suitable amount
of refundable deposit in advance. If a worker refuses to
give the deposit, she will not be allowed to perform any
crowdsourcing tasks. For every wrong reporting type, the
platform will take a certain amount of money from the
worker’s deposit, and give it to the requester. If the balance
is zero or below a fixed level, the platform is responsible
to charge additional deposit from the worker. The advance
deposit can avoid the case where the worker is unwilling
to pay penalty to the requester for her wrong reporting
type. The deposit is refundable. That is to say, when a
worker deletes her account someday, she will get it back.
In this way, the mechanism can be implemented in the
current crowdsourcing platform such as current MTurk or
CrowdFlower.

No existing crowdsourcing platform has allowed to
charge their workers in advance, however, charging before
providing services by a platform is widely used today.
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The deposit here is like cash pledge, guarantee deposit,
antecedent money or deposit in security that are used
widely in today’s life. For example, Pillow, a vacation
rental management platform, recommends that all owner’s
preset a security deposit in line with the repair and/or
replacement of valuable items in their property. In addition,
the prepay mobile phone that charges from users before
providing services is found across the world. The prepaid
financial services® provide a prepaid travel card to offer a
safe alternative to carrying money aboard. SmartGridCIS’
optimizes prepay offering and serves as a platform to enable
broader energy efficiency initiatives. These are all examples
of charging users in advance, and then providing users with
services by the platforms.

4 CROWDSOURCING COMMUNITY IMPROVEMENT

In Section 3, we provide the details regarding how to find
the proper reward-penalty function pairs that are related to
workers’ reporting tuples. In this section we perform the-
oretical analysis on the reward-penalty function pairs, and
examine properties of the proposed mechanism that can be
exploited to benefit the whole crowdsourcing community.

4.1 Personal Order Value

In the aforementioned description of the proposed mech-
anism, we mainly focus on a single task for each worker.
While in this part, we will show that this mechanism can
be used to control a worker’s long term performance (e.g.
approval rate).

Here we use term personal order value to refer to the value
of order k£ in Eq. 11. We propose to assign each worker
a personal order value k according to her approval rate.
Value k can indirectly influences on the amount of her
reward, penalty and expected payment since Eqs. 10 and
11 take variable k as a parameter. An example function of
computing personal order value k with respect to approval
rate is given by:

1
k= —o—o-+1, (14)
approval rate
where approval rate € (0,100%], and k can take continuous
values. Clearly, the personal order takes the least value k =
2 when approval rate is largest, and vice versa.

The computing process of worker n’s approval rate after
T reportings is given in ALGORITHM 1. Line 3 takes into
account the number of past reporting records in calculating
the approval rate. For example, a 100% approval rating
from just a single review and a 100% approval rating from
100 reviews should carry different levels of confidence.
Lines 4-8 ensure that approval rate is most determined by
the last few reportings. What’s more, the larger the changing
rate, the greater the influence. Lines 9-11 ensure that the
value of approval rate is larger than or equal to the lower
limit . This is useful as a new worker with just several
reportings will always make approval rate = 0, and the
existence of lower limit helps to keep the new workers
engaged in the crowdsourcing community.

6. http:/ /www.prepaidfinancialservices.com
7. http:/ /smartgridcis.com

Algorithm 1: Computing process of worker n’s
approval rate after T reportings

Input: lower limit « € (0, 1), changing rate € (0, 1),
benchmark solutions {7;|7_, } , worker n’s
reporting solutions {y; ,[{_;}

Output: approval rate

1 Initialize «, ), approval rate = 1;

2 fort=1;t <T;t+ + do

s | =0+ Q-1

4 if y;, , # U then

5 ‘ approval rate = 1’ X approval rate;

6 else

7 L approval rate = n' x approval rate + (1 —n');

8 if approval rate < « then
L approval rate = o

10 return approval rate.

The control of personal order value over workers’ long
term performance is ensured by Proposition 1. Proposition
1 suggests that for two workers with different personal
value orders ki > ks, the worker with ks will get a larger
expected payment than the worker with k; for the same
belief value. Since then, each worker is obliged to perform
the best in the long term. Note that, a worker’s personal
order may be changing over time, and personal order values
of workers are different. However, the incentive compatible
property and other properties of the mechanism that we
have discussed in the previous part still hold.

. . _ Rok g1 -
Proposition 1. Function g.(k) = =22 +k=1 s g mono-

tonically decreasing function of k in k € [2,+00) if ¢ € (0.5, 1).

Proof 1. For convenience we replace symbol k£ with x, and
2c with ¢, then an equivalent function of g.(k) is given by:

" —c-xt+zxr—1

h@) ===

(15)

where 1 < ¢ < 2, and the independent variable z is in
interval (2, 400). In the following, we prove that f(x) is a
decreasing function.

For simplicity, we start with looking at the asymptotic
behavior. It is clear that, as = tends to be positive infinity, this
function tends to (%)w, which is an exponentially-decaying
function for 1 < ¢ < 2.

If we take the derivative of this function, we have

(2¢)*Inc—(2¢)"In2 ey (20)°

22z - (ln 5) 22z’

for which the logarithmic factor is negative, making the
derivative function negative.

By taking the derivative of the complete expression of
the function, we have

fi(z) =
In§ (2¢)" = (1 +2z)(Inc) = 1)c* = ((c =1+ 1n2)
+(c—1)(In2)z)2%* + (¢ — 2)
(2* —x —1)2 '

(16)

17)



The denominator is always positive for x > 2, so we only
focus on the numerator. The first term is negative and the
last term is also negative for 1 < ¢ < 2. The other assem-
bled terms are linear functions times exponential growth
functions. For the third term, we find that

(c—=1+In2)+(c—1)(In2)xz >0
s c—1+1n2, (18)
v (c—1)In2

so the third term in the numerator of the derivative is
negative for the values of 2 and ¢ under discussion.

In the second term, it is relatively complex for the factor
(14 ) (Inc) — 1: it is positive for > - — 1 = &, so the
second term in the numerator of the derivative is positive
for 0 < & < . This is not an issue for ¢!/ < ¢ < 2 (for
which < 2), but otherwise we must examine the behavior
of the term for smaller values of c. What we find is that the
second term is always less than +1 for 0 < z < %, so it is
always less positive than the third term in the numerator is
negative for x > 2.

Consequently, we can conclude that the entire numerator
is negative for z > 2 and 1 < ¢ < 2. In other words, f{(z) <
0 forz > 2and 1 < ¢ < 2. Hence, function g.(k) is a
monotonically decreasing function of k in k € [2,+00) if

€ (0.5,1). O

A worker’s approval rate is derived from her historical
data, which is relative to her experiences and professional
knowledge, etc. It means to some extent the different prob-
abilities of workers to give the right solution. According to
Eq. 14, a worker’s approval rate determines her personal
order value. From Eq. 10 and 11, a worker’s personal order
value and her reporting belief determine her reward, penal-
ty and expected payment. Eq. 12 indicates that a worker’s
expected payment influences the final solution. Therefore,
we can draw the conclusion that workers” long term per-
formance and their reportings together determines the final
solution.

Apart from ensuring workers’ long term performance,
another three benefits that personal order value brings about
are as follows: 1) Saving cost of requesters. A worker with a
low approval rate is paid less for her reporting, which can
reduce the cost of the requester. Consequently, compared
with a single reward function or a single reward-penalty
function pair, the proposed mechanism is more effective to
control the cost of the requesters, and keep the property
of incentive compatible principle meanwhile; 2) Improving
reporting quality. To increase the approval rate, a worker
will attempt to ensure the quality of her each reporting;
and 3) A requester can use the cost she saved to publish
more tasks or collect more reportings on the crowdsourcing
platform.

4.2

Compared to other three key evaluation indices of crowd-
sourcing community, platform improvement is often over-
looked to some extent [7]. However, it may exert tremen-
dous influence over the workers, requesters and crowd-
sourcing platforms. Still taking MTurk as an example®, in

Improvement of Crowdsourcing Platform

8. http:/ /turkrequesters.blogspot.com /2013 /01/ the-reasons-why-
amazon-mechanical-turk.html
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2012, MTurk decided not to accept new international worker
accounts any more, as the quality of work declined steadily
and the requesters begun to complain about or leave MTurk.
This change lies in the fact that badly-behaved international
workers flooded into MTurk just for money, and MTurk
cannot effectively control the reporting quality of workers
from various countries. However, it sacrificed long-term
development of the crowdsourcing community. The reason
lies in the fact that professional workers overseas cannot
make money on MTurk any more, and the requester cannot
get enough professional workers to undertake the published
tasks within the time constraint.

Proposition 2. With fixed cost of the requester, the professional
workers under the proposed mechanism can earn more, while
badly-behaved workers earn less for each task, compared with cur-
rent crowdsourcing platforms such as MTurk and CrowdFlower.

Proof 2. The expected gain function g}/ (c) for all k > 2 is a
convex function of variable ¢, which is guaranteed by the
following second derivative:

2k — 1)ch—2

O =" 1

In addition, ¢x(0.5) = 0 for all k > 2.

While in current crowdsourcing platforms such as M-
Turk and CrowdFlower, once a reporting type is judged
as right, the requester should pay the same money to the
workers. In this settings, for a task with belief value ¢, the
expected gain function can be written as

fle)=c-n—

where 7 is just a constant coefficient. In addition, we have
f(0.5) > 0and f"(c) =0.

Suppose the total amount of money that the requester
payed for the workers are fixed, and variable c is a uniform
random number in range (0.5, 1.0), then we can obtain the
following equation:

> 0. (19)

(I=¢)-0=nec, (20)

1 1
/ grk(c)de = fle)de
0.5 0.5
Then, for simplicity, in the following we use symbol g(z) to
denote gx(c), and use symbol f(z) to denote f(c). The con-
straints can be summarized as follows: Given two functions
g(x) >0and f(z) >0onx € [a,b]:

/I(x)

21

i
o(a) < (0 )
[ 9(@)de = [} f(x

As ff f(z)dz = fa g(x)dzx, we have fa f(z) —g(x)dz =

0. f(z) and g(x) are differentiable, and hence they must be
continuous. If f(z) and g(z) do not intersect, f(z) — g(z)
does not change sign. Then, f(z)—g(z) > 0or f(z)—g(x) <
0 for all x € (a, b) and the integration will not be 0 which is
a contradiction. Therefore, f(x) and g(x) surely intersect in
range (a,b).

Suppose f(x) and g(x) have more than two intersections
in range (a, b), of which the nearest two intersections to x =
a are at © = s; and © = sg. This means we have (f —
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g)(s1) = 0and (f — g)(s2) = 0, so there must exist x = s3,
such that (f — g)'(s3) = 0. Note that (f — g)"(z) < 0, and
hence (f — g)'(z) decreases in range (a,b). Then, we have
(f —9)(x) > 0inrange (a, s3). As (f — g)(s1) = 0, it holds
that (f — g)(a) < 0, which is a contradiction. Therefore,
g(x) and f(z) must have and only have one intersection on
interval (a,b). Then suppose the only one intersection g(z)
and f(z)isatxz = s. As g(a) < f(a), we have g(z) < f(z)
in range (a, s). As f; f(z) — g(x)dx = 0, we have g(z) >
f(z) in range (s,b).

In summary, the following conclusions hold: 1) g(z) and
f(z) must have and only have one intersection on interval
(a,b); and 2) If the x-coordinate of the intersection is = = s,
we have:

if x€(a,s)

23
otherwise 3)

g(@) > f(x),

For professional workers, the belief values for most tasks
are larger than badly-behaved workers. As a result, under
the proposed mechanism, the professional workers can earn
more, while badly-behaved workers earn less for an average
task than in current crowdsourcing platforms such as MTurk
and CrowdFlower. O

{g(x) < f(=),

By contrast, the proposed mechanism can attract profes-
sional workers into crowdsourcing community and squeeze
out badly-behaved ones, which benefits the platform im-
provement. This property is ensured by Proposition 2. What
we need do is to make use of the personal order value
k, making the payments to badly-behaved workers lower
than the thresholds they can accept, and the payments to
professional workers higher than the thresholds. MTurk
gives the requesters the power to manually block some
badly-behaved workers that they have observed. However,
MTurk has no inherent mechanism to squeeze out badly-
behaved workers automatically. What’s more, blocking
badly-behaved workers by requesters is highly subjective
and biased, which the crowdsourcing community should
strive to avoid.

4.3 Latency Control

In [17], [6] and current crowdsourcing platforms, if a work-
er’s evaluation reliability’ is lower than a certain threshold
value, she would skip this difficult task rather than giving
an unbelievable solution at a guess. In the case of skipping,
even though the worker has spent time and efforts on it,
she gains no payment; meanwhile the requester cannot suc-
cessfully collect workers’ reportings in time for the difficult
task. But a task skipped by most workers will lag behind,
which will lead to excessive latency. So excessive latency is
a lose-lose situation, where interests of both participants are
violated.

While under the proposed mechanism, when a worker’s
evaluation reliability for a difficult task is very low, she
can report a very small belief value (close to 0.5) along
with her reporting type for a tiny payment. Meanwhile, the
requester can collect enough reportings for each task. Then,

9. Evaluation reliability is represented by belief value in this paper,
and it is related to the inherent difficulty of the task, the worker’s
different experiences and professional knowledge, etc.
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the difficult tasks will not lag behind and excessive latency
would not occur. That is to say, the proposed mechanism
can benefit both of the workers and requesters by latency
control.

It does not mean that if the workers do not know the
answer to a task, they can always get a tiny reward by
give a random solution and a belief value near 0.5. The
premise of reward, no matter the reward is tiny or large, is a
reporting solution that is judged right. If the worker totally
has no idea of the solution to a task, she would give the
right or wrong solution at equal probability. In the proposed
mechanism, the penalty is larger than the reward if the
reporting belief is the same. So the worker would not only
get reward in general, but also pay a much larger penalty.
So the best action for the worker is to skip this task or give a
solution with a belief value 0.5. Note that both of these two
actions lead to the same results, i.e., gain nothing, as the
worker provides no useful information to the requester to
obtain a right final solution. It should be noted that the case
where the worker has no idea of a solution to a difficult
task is very rare. It often happens that the worker can
give a self-convinced right solution, however, the worker
is not quite sure of the solution. When faced with a difficult
task, the proposed mechanism suggests that the workers can
report a very small belief value (close to 0.5) along with her
reporting type for a tiny payment. As the real belief value of
a difficult task is close to 0.5, the worker’s estimated belief
value is close to 0.5 in general. According to our proposed
mechanism, the worker should report the estimated belief
value truthfully. Of course, the worker would just get a tiny
payment. Note that this is quite different from the former
case where a worker that totally has no idea of the solution
gives a random solution. In the latter case, the worker still
provides useful information, although the usefulness is very
small. In fact, this is a strategy to reduce the risk of judged
wrong when a worker is not sure of the solution for a
difficult task.

5 EXPERIMENTS

In addition to performing theoretical analysis in the last
section, we also conduct simulation experiments to further
validate the proposed mechanism. We cannot implement
and run the proposed mechanism on existing crowdsourc-
ing platforms (e.g. MTurk or CrowdFlower) as none of exist-
ing crowdsourcing platforms has incorporated penalty into
their current mechanisms. Most advantages of the proposed
mechanism are proved in theory. Although our experiments
exist some limitations, it can still validate the advantages to
some extent.

5.1 Experiment Settings

Inspired by [8], [5], [3], in generating the desired synthetic
data, we only consider the simplest case, where tasks’ real
types and beliefs are evenly distributed, and workers’ biases
follow truncated normal distribution.

The details to generate the synthetic data are as follows.
A binary-type task’s real type takes y = 41 with probability
of 0.5, and y = —1 with the same probability. The probabil-
ity that a worker gives the right type for this task follows a
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uniform distribution in range [0.5, 1]. The truncated normal
distribution can be considered as the standard normal distri-
bution within [—0.2, 0.2]. The specific process of generating
a reporting tuple of a worker (with bias value b) on a task
(with real type y = +1 and real belief ¢() are given by

(typebelief)
(CL1-(eo+0)), e th<05
=< (+1,1), ifcg+b>1
(+1,¢0 + b), else

In this simulation, we generate the synthetic data of 100
workers on 10,000 tasks. In addition, for simplicity, we
assume workers cost the same time to complete a task and
report the solution.

8000| 8000

6000] 6000|

#'| -+ Threshold value=0.56
—— Threshold value=0.62
== Threshold value=0.66
Threshold value=0.68

—— Our proposed mechanism

4000) 4000|

«:+ Threshold value=0.56
—— Threshold value=0.62
== Threshold value=0.66
Threshold value=0.68

—— Our proposed mechanism

2000] 2000|

Number of completed tasks
Number of completed tasks

0.0 0.4 0.8 12 16 0.0 0.4 0.8 12 16

Total completion time Total completion time
(a) 3 workers to each task (b) 5 workers to each task
Fig. 4: Comparison in latency control between our pro-
posed mechanism and current crowdsourcing with different
threshold values.
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5.2 Latency Control

Fig. 4 shows the number of completed crowdsourcing tasks
with respect to total completion time. It can be seen that the
proposed mechanism outperforms the mechanism in [17],
[6] and current crowdsourcing platform, where a worker
only gives her reporting when her belief value for the com-
ing task is larger than the threshold value. For simplicity, if
the number of workers that have given reportings on a task
has reached a limit (e.g. 3 or 5), we will consider this task
is completed. For example, in Fig. 4a, the total completion
time of the current mechanism for 10, 000 tasks grows faster
and faster as the threshold value increases from 0.56 to 0.68
(i.e., 0.56,0.62,0.66 and 0.68), and it is larger than the total
completion time of the proposed mechanism all the time.
This phenomenon in Fig. 4b is more evident than that in
Fig. 4a, as the number of workers to each tasks changes
from 3 to 5. Therefore the proposed mechanism can avoid
the occurrence of excessive latency effectively.

5.3 Cost and Platform Improvement

Fig. 5 illustrates the expected payment that a worker can
get from the requester with different reporting belief values.
Clearly, for each personal order value, there exists a thresh-
hold of reporting belief value. If a worker’s belief value for
a task is lower than this value, she will earn less under the
proposed mechanism than in current crowdsourcing, vice
versa. What’s more, the larger the personal order value
(2,5,9 and 12), the more obvious the trend. This results
validate that the proposed mechanism can 1) reduce the cost
of the requester because of low expected payment for low
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quality reportings; and 2) attract professional workers into
crowdsourcing community and squeeze out badly-behaved
ones, which benefits the platform improvement. Based on
the above results, we can also draw the conclusion that
the proposed mechanism can complete more tasks with the
same cost and total completion time.

5.4 Quality

Fig. 6 shows the accuracy comparison with different per-
sonal order values. We can see that 1) for both of simple
majority rule and our proposed mechanism, a larger number
of workers to each task will lead to higher accuracy; 2) with
a fixed number of workers to each task, our proposed mech-
anism performs better than the simple majority rule; and
3) for our proposed mechanism, as the personal order value
increases, the accuracy has a slight ascending tendency.
Therefore, the experimental results demonstrates that our
proposed mechanism can help to improve the quality of
reportings in crowdsourcing community.

The boundary value of the real belief value at ¢ = 0.5
is quite different. If the real belief value of a task is exactly
0.5, according to the definition of the real belief value, the
task has no a real solution, or this task cannot be cope with
crowdsourcing. In fact, the discussed bound value of 0.5
cannot be reached in practical cases in crowdsourcing. If we
set the belief value x=0.5, the simulation results obtained
from several simulations for the same task will be different
to a very large extent.

6 RELATED WORKS

Among the four key evaluation indices of crowdsourcing,
quality can be considered as the core. Essentially, it is served
by the remaining three (i.e. cost, latency and platform im-
provement.). The quality of reportings is important because
a task’s final truthful solution is generated based on the
collected reportings from workers. As a result, we start with
quality as the breakthrough point. An important issue in
crowdsourcing community is how to estimate the worker
proficiency (i.e. the probability that she correctly evaluates
the tasks in general) [14] or her evaluation reliability for a
specific task (i.e. the probability that a worker’s solution for
a specific task is correct) [15], [16]. One natural approach
is to use gold standard method [29], [7], which however,
works not well in heterogenous crowdsourcing [28]. Then,
studies in [30], [14] assume that the tasks can be categorized
into several topics and workers differ in their abilities with
different topic tasks. Based on this assumption, what we
need do is just to estimate a worker’s ability on a specific
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topic. But it relies heavily on topic categorization result-
s. [31], [32] developed statistical post-process techniques,
which however, are proper only with repeated reportings
from each worker in a short period. But it seems impractical.
In fact, the current crowdsourcing platforms such as MTurk
and CrowdFlower adopt a worker’s history approval rate
to decide whether to assign her a task or not. But it cannot
forbid malicious workers to perform as normal to gain high
approval rate firstly, and afterwards cheat in order to gain
more payments. However, direct monitoring of workers’
effort and accuracy in performing tasks is difficult. An
alternative is to induce workers to make good evaluations
and report them truthfully, thereby achieving high quality.

Instead of indirectly estimating the worker proficiency or
her reporting’s reliability, we assume that a worker knows
her reporting’s reliability for a specific task, and try to de-
sign a mechanism to stimulate every worker to report truth-
fully. Similar works are theoretical development of mech-
anisms (such as Peer Prediction [15] and Bayesian Truth
Serum [16]), and the deployment of simple and intuitive
mechanisms (such as the Output Agreement mechanism
[19]). Different from these works, the proposed mechanism
may reward or punish a worker, instead of giving only
nonnegative payment in [15], [16], [19]. It shows in [17] that
negative payments (i.e. penalty in this paper) can be used to
make workers with quality lower than the quality threshold
choose to not to participate, while those above continue to
participate and invest effort. But it will lead to excessive
latency if difficult tasks are skipped by most workers lag
behind. [33] tries to encourage workers to devote effort
to make good evaluations, as well as to truthfully report
their evaluations. However, it still requires prior knowledge
of every task, which is hard to get in practice. Therefore,
it still cannot identify malicious workers effectively. Com-
pared with [14], [30], the proposed mechanism pays less
attention on how to learn and predict worker’s performance
information, and workers are no longer required to reveal
their effort information to the platform. In addition, the
proposed mechanism takes into account the incentive com-
patible principle [16], [9], gradients [20] and bounds [26]
of reward-penalty function pairs. Further more, we find a
series of proper reward-penalty function pairs. As a result,
the proposed mechanism finally aligns with the incentives
of three stakeholders in crowdsourcing. These differences
endow the proposed mechanism with some desired prop-
erties to benefit the long-term development of the whole
crowdsourcing community.

7 CONCLUSION

In this paper, we have demonstrated that a crowdsourcing
community involves the interests of the three stakeholders,
namely requester, worker and crowdsourcing platform, and
the incentives among them always conflict with each other.
We have proposed and verified the hypothesis that all work-
ers believe that in most cases they observe the real solution
of each task perturbed only by unbiased noise, and design a
crowdsourcing mechanism, encompassing a series of proper
reward-penalty function pairs and workers” personal or-
der values, to align the interests of different stakeholders,
which has been validated by the theoretical analysis and
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experimental results. This work can help to relieve the
platform and requesters of crowdsourcing community from
monitoring workers’ efforts and capacities in performing
crowdsourcing tasks, save the costs of requesters, and attract
more professional workers to the crowdsourcing platforms.
It can accelerate the long-term development of the whole
crowdsourcing community

For the future work, we will study the following poten-
tial directions: 1) We will build up a small crowdsourcing
platform based on the proposed mechanism to test and
promote the proposed mechanism; 2) We will further adapt
the proposed mechanism to make it work properly within
limited total budget; 3) We will extend the proposed mecha-
nism to directly deal with multiple type tasks; and 4) We will
also study security and privacy aspects of crowdsourcing to
facilitate wide-deployment of crowdsourcing [34].
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