
IEEE TRANSACTIONS ON SERVICES COMPUTING, MANUSCRIPT ID 1 

 

Towards Green Service Composition 
Approach in the Cloud 

Shangguang Wang, Senior Member, IEEE, Ao Zhou, Ruo Bao,  

Chou Wu, Fellow, IEEE, Stephen S. Yau, Life Fellow, IEEE 

Abstract—With the increasing popularity of cloud computing, many notable quality of service (QoS)-aware service composition 

approaches have been incorporated in service-oriented cloud computing systems. However, these approaches are implemented 

without considering the energy and network resource consumption of the composite services. The increases in energy and 

network resource consumption resulting from these compositions can incur a high cost in data centers. In this paper, the trade-

off among QoS performance, energy consumption, and network resource consumption in a service composition process is first 

analyzed. Then, a green service composition approach is proposed. It gives priority to those composite services that are hosted 

on the same virtual machine, physical server, or edge switch with end-to-end QoS guarantee. It fulfills the green service 

composition optimization by minimizing the energy and network resource consumption on physical servers and switches in cloud 

data centers. Experimental results indicate that, with comparisons to other approaches, our approach saves 20%-50% of energy 

consumption and 10%-50% of network resource consumption. 

Index Terms—service composition; cloud computing; energy consumption; network resource consumption 
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1 INTRODUCTION 

Service composition is the core technology of service-
oriented cloud systems [1]. It provides a solid foundation 
for service reuse and integration. In the service composi-
tion process, a composite service is combined with a series 
of abstract tasks and each task invokes a concrete service 
to satisfy users’ requirements. In the process of service 
composition, in addition to considering the services’ func-
tions to match users’ requirements, non-functional attrib-
utes, e.g., quality of service (QoS) also should be consid-
ered. In many cases, QoS such as response time, through-
put, and reliability, is critical to the usability and success 
of the service applications. As such, most existing service 
composition schemes [2-4] in the cloud or other service 
systems have a focus on the QoS aspect of the composite 
services [1].  

However, with an increasing number of services being 
deployed on virtual machines, the energy consumption 
has become one of the major causes of the increased cost 
in cloud data centers. Moreover, research has shown that 
network devices consume 20%–30% of the overall energy 
consumed in the data centers [5]. Unfortunately, the net-
work devices waste significant amounts of energy in the 

cloud data centers today [6]. Therefore, in addition to per-
formance related to QoS requirements [3,4], the energy 
efficiency of the services has become a critical considera-
tion in the cloud [7-9]. 

Although energy efficiency has become an active focus 
of research [8,10,11], the energy consumption of compo-
site services is yet to be considered. Those services are 
typically distributed across various physical servers with 
varying energy constraints depending on the types of 
switches utilized, the types of computing servers, etc. 
Google released information that the average power con-
sumption for a Google search is about 0.0003 KWh1. With 
service composition, the energy consumption can be even 
much worse for large-scale computing infrastructures, es-
pecially for cloud systems.  

We consider the problem in a fat-tree data center [13-
15]. As shown in Fig. 1, tasking the specific service on the 
specific physical server, composing these services onto a 
subset of links, and switching off unnecessary network el-
ements would be the most green (i.e., energy-efficient 
and network-resource-efficient) [16]. For example, ser-

vices 1,3s  and 2,4s ( ,i js  denotes the j-th candidate service 

for the i-th service classes) as one composite service 
would consume more network resource than a composite 

service comprising 2,4s and 1,4s , because the latter’s data 

packet transmission is in a subnet.  Unfortunately, in a fat-
tree cloud data center (FCDC), services are randomly dis-
tributed in different physical servers. Therefore, cloud 
companies urgently need an effective way to promote 

xxxx-xxxx/0x/$xx.00 © 200x IEEE        Published by the IEEE Computer Society 

———————————————— 

 S. Wang, A. Zhou, and R. Bao are with the State Key Laboratory of Network-
ing and Switching Technology, Beijing University of Posts and Telecommuni-
cations. E-mail: {sgwang; aozhou; br}@bupt.edu.cn. 

 C. Wu is with the Huawei Technologies. E-mail: Wu.Chou@huawei.com   
 S. Yau is with the School of Computer Science and Engineering at Arizona 

State University (ASU), Tempe, Arizona. E-mail: yau@asu.edu. 



2 IEEE TRANSACTIONS ON SERVICES COMPUTING,  MANUSCRIPT ID 

 

green computing by making use of distributed services de-
ployed on different servers in the same subnet or the 
same pod. 

Core switch

in the same pod in the same subnet

Aggr switch

Edge switch

Host A Host C Host D Host B 

VM VM VM VM VM VM VM VM

1,3s
2,4s 3,2s
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Fig. 1. Fat-tree topology structure in a cloud data center. The switches 
at the top (black), middle (blue), and bottom (red) layers are core, ag-
gregation, and edge switches, respectively [12]. S represents services 
running on one virtual machine (VM) from one physical server such as 
Host A. All host servers that connect to the same edge switch are re-
ferred to as “in the same subnet”. All host servers that connect to the 
same aggregation switch are referred to as “in the same pod” 

In this paper, we first examine the trade-off among the 
QoS performance, energy consumption, and network re-
source consumption of composite services in a cloud fat-
tree based data center.  Then, we propose a green service 
composition approach that gives priority to those services 
hosted on the same virtual machine, physical server, or 
edge switch with end-to-end QoS guarantee. Finally, our 
approach fulfills the green service composition optimiza-
tion by maximizing the QoS performance and minimizing 
the energy and network resource consumption from phys-
ical servers and switches in FCDCs. Our contributions in 
this paper are as follows: 
1) In contrast to existing service composition ap-

proaches, we focus not only on efficient service com-
position but also on energy and network resource 
consumption as another essential consideration. To 
the best of our knowledge, this is the earliest effort 
to consider energy and network resource consump-
tion of composite services in fat-tree based cloud 
data centers. 

2) We propose a green service composition approach. 
It contains the design of an energy consumption 
model and network resource consumption model of 
composite services. It also formulates green service 
composition as a multi-objective optimization prob-
lem, and finds the optimal service composition solu-
tion.  

3) To evaluate the performance of our approach, we im-
plement our approach and compare the results to 
those from traditional approaches. The experimental 
results show that our approach achieves higher en-
ergy efficiency and network-resource-efficiency as 
well as end-to-end QoS guarantee than traditional 

approaches. 
The remainder of this paper is organized as follows. 

Section 2 discusses the related work in this area. Section 
3 describes our approach in detail, including the definition 
of the energy consumption, the network resource con-
sumption model, the proposed service composition ap-
proach, and the determination of the optimal solution. 
Section 4 demonstrates the benefits of our approach via 
experimental evaluation. Finally, Section 5 concludes this 
paper and discusses future work. 

2. CURRENT STATE OF THE ART 

A number of schemes have been proposed for service 
composition in the cloud. However, most of those 
schemes mainly focus on QoS performance as the contin-
uation of the traditional QoS-aware web service composi-
tion approach [3,17-22].  In this section, we briefly review 
the relevant research efforts, explore the basic ideas be-
hind these schemes, and highlight how our work extends 
the current research and makes advances in cloud service 
composition systems. 

From the perspective of QoS-aware service composi-
tion in the cloud, Gutierrez-Garcia and Sim [23,24] pre-
sented an agent-based approach to compose services in 
multi-cloud environments for different types of cloud ser-
vices. In their approach, each cloud participant is repre-
sented and instantiated by an agent. The agent can auton-
omously and successfully deal with changing service re-
quirements through self-organization and collaboration. 
The agent-based cooperative problem solving technique 
is used to dynamically select the most appropriate ser-
vices to create a composite solution. Unfortunately, this 
approach [24] and other approaches [25-28], including 
our previous approach [29,30], still focus on traditional 
performance measures such as percentage of successful 
service compositions, average service composition time, 
and average number of messages exchanged.  

Traditional service composition in the cloud is a prob-
lem in which there are many potential solutions, among 
which one or a limited number of solutions are optimal. 
Hence, many classical algorithms, such as 0-1 linear pro-
gramming [31], particle swarm optimization [29,32], heu-
ristic algorithm [33], genetic algorithm [26], can be used 
to solve optimization problems. These algorithms can 
guarantee that an optimal solution will be found solely by 
taking exponential time complexity [1]. Thus, using classi-
cal algorithms to solve these optimization problems is 
possible with some improvements. These algorithms can 
decrease the time complexity and reduce the amount of 

services for service composition that simplifies the search 
space.  

In contrast to QoS-aware service composition, green 
service composition focuses on reducing the energy con-
sumption. For example, Bartalos and Blak [16] proposed 
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an instantaneous power estimation approach for web ser-
vices. This approach aggregates a linear instantaneous 
power model created from readily available hardware per-
formance counters. Jiwei and Chuang [34] proposed sto-
chastic models to describe web service systems, and 
mathematically analyzed them to evaluate the energy ef-
ficiency. They used Markov Decision Process to solve both 
the service selection problem and dynamic speed scaling 
problem. However, the studies cited above [16,34] and 
other similar studies [10,35,36] only optimize the service 
request scheduling to achieve optimal energy efficiency in 
web service systems. They cannot reduce the energy con-
sumption in the cloud because no consideration is given 
to the location of physical servers and the network topol-
ogy of the cloud data centers. 

Other studies [7,33,37] have proposed energy-aware 
service composition solutions for the cloud, but the solu-
tions proposed are still traditional service composition 
schemes. They only take the energy consumption as one 
attribute of services, and cannot find the essential relation 
between green service composition and cloud data cen-
ters. Unlike the studies outlined above, Li et al. [38] pre-
sented a cost and energy-aware scheduling algorithm for 
cloud schedulers to minimize the execution cost and re-
duce the energy consumption while meeting deadline 
constraints. Their aim is to devise an optimal scheme to 
execute scientific applications within a specified time con-
straint for cloud schedulers.  Scientific applications that 
are becoming increasingly data-communication, and com-
putation-intensive. Hence, reducing their network re-
source consumption is more important than low time 
complexity for scientific applications in the cloud. 

In contrast to existing schemes that are not providing 
the green solution for composite services in the cloud, our 
approach focuses on service location in FCDCs and deriva-
tion of a  low energy and network resource consumption 
service composition solution. Finally, based on our pro-
posed approach, green service composition can be per-
formed while satisfying end-to-end QoS constraint in the 
cloud. 

3. PRELIMINARIES AND MOTIVATION 

3.1 Service Composition 

Several atom services from different service classes 
are composited to achieve a more complex service when 
the functional requirements of a user cannot be fulfilled 
by an individual service. Each service class often consists 
of multiple candidate services. Related notations are ex-
plained in detail in TABLE I. 

In the service composition process, functional and 
non-functional requirements have to be considered when 
choosing such candidate services. The non-functional re-

quirements are specified by QoS attributes (such as la-
tency, throughput, or reliability), and are especially im-
portant when many functionally equivalent services are 
available. Hence, QoS plays an important role in tradi-
tional service composition environments.  

TABLE I.  NOTATIONS 

Symbol Meaning 

s  A composite service in the cloud 

m  Number of service classes 

n  Number of candidate services in each service 
class 

is  The ith service class, i=1,2,…m 

,i js  The jth candidate service of the ith service class, 
j=1,2,…n 

r  Number of QoS attributes 

( )kq s  Aggregated service QoS values by the kth at-
tribute values of s  in the cloud 

( )knq s  Aggregated network QoS values by the kth  at-
tribute values of s . 

( )U s  QoS utility function of s  

c  Number of core switches in the cloud 
a  Number of aggregation switches in the cloud 
e  Number of edge switches in the cloud 
p  Number of physical machines linked to edge 

switches in the cloud 

cores  Total size of packets transferred by c core 
switches from composite service s  

aggs  Total size of packets transferred by α aggrega-
tion switches from composite service s  

edges  Total size of packets transferred by e edge 
switches from composite service s  

( )NRC s  Total network resource consumption of  com-
posite service S  in the cloud 

switch

iP  
Energy consumption of the ith switch 

pm

iP  
Energy consumption of the ith physical ma-
chine 

( )EC s  Total energy consumption of composite ser-
vice s   

We only consider the sequential composition model 
since other models (e.g., parallel, conditional, and loop 
models) can be transformed into the sequential model us-
ing the techniques in [39][40]. 

3.2 QoS Utility Function 

In order to achieve the largest QoS value in the service 
composition process, we need to calculate the aggregated 
QoS of the selected candidate services.  Then the aggre-
gated QoS of a composite service can be obtained using 
the QoS utility function [41,42].  Different from the tradi-
tional scheme,  in this paper,  we adopt the QoS utility 
function consisting of QoS from service and network [43]. 

Definition 1 (QoS Utility Function): The QoS utility 
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function of one sequential composite service s  is defined 
as follows: 

   
max

max min
1

( ) ( )
( )= + .

maxr
k k k k

kmax min
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Q q s NQ nq s
U s w
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where 
1

( 1)
r

k k

k

w R w



   represents the weight of each 

QoS attribute; 
max

kQ  is the maximum value of the kth QoS 

attribute of service in the composition service s ; similarly, 
min

kQ  is the minimum value; 
max

kNQ  is the maximum value 

of the kth QoS attribute of network in the composite ser-

vice s  ; and 
min

kNQ  is the minimum value. More detailed 

explanation can be found in [43]. 

3.3 Motivation and Challenges 

As an example, one composite service requirement 

1 2 3{ , }s s s s  from a service provider in which three ser-

vice classes ( 1s  , 2s  , 3s  ) are invoked. Each service class 

contains five candidate services such as 

1 1,1 1,2 1,3 1,4 1,5{ , , , , }s s s s s s   , 2 2,1 2,2 2,3 2,4 2,5{ , , , , }s s s s s s   , and 

3 3,1 3,2 3,3 3,4 3,5{ , , , , }s s s s s s .  

Then, when a service composition requirement 

1 2 3{ , }s s s s  is determined, traditional service compo-

sition schemes often select these services with high QoS 
values in FCDCs. However, the obtained solution may have 
good QoS aggregation values, but high energy and net-
work resource consumption.  For example, for the tradi-

tional schemes, 1,3 2,4 3,2{ , , }s s s s   may be the best solu-

tion, because the aggregated QoS value of the three ser-
vices is higher than that of other services. However, sev-
eral services may exist, in which although their QoS values 
are slightly lower than those three services, their compo-
sition could reduce the energy consumption and network 
resource consumption.  

For example, the candidate service 1,3s  has a margin-

ally higher QoS value (e.g., 0.1 second response time) than 

1,4s  . Because 1,4s   and 2,4s   run on the same physical 

server (Host B), running the service composition 

1,4 2,4 3,2{ , , }s s s s   will significantly reduce energy con-

sumption (e.g., 0.1 Watt) and network resource consump-
tion (e.g., 0.1 MB). Then, when 1000 users invoke the ser-
vice composition, the traditional schemes would only im-
prove 0.1 second at the cost of 1000 × 0.1 MB network 
bandwidth, and 1000 × 0.1 Watt of power. Unfortunately, 
users are completely unaware of the 0.1 second improve-
ment in QoS, but for a cloud data center, it means 100 MB 
network bandwidth and 100 Watt power. Hence, the fun-
damental challenge is the question of how to find a green 
service composition scheme that reduces energy con-
sumption and network resource consumption. 

The problem is non-trivial and poses a set of unique 
challenges. First, what is the energy consumption model 
of service composition in FCDCs?  Second, what is the best 
way to design a network resource consumption model to 
perform service composition? Third, how can the green 
service composition problem be formalized and the best 
solution be found?  

4 GREEN SERVICE COMPOSITION APPROACH 

In this section, we solve the above challenges using our 
proposed green service composition approach. We first 
construct energy consumption and network resource con-
sumption models of service composition. Then, we formu-
late green service composition as a multi-objective opti-
mization problem and prove that it is a NP-hard problem. 
Finally, we use 0-1 linear programming to find the best 
green composition service. 

4.1 Energy Consumption Model  

1) Energy consumption of physical machines. The en-
ergy consumption of physical machines in the cloud relies 
on the comprehensive utilization of CPU, memory, disk 
storage, network interfaces, etc. Among these factors, the 
CPU is the most important energy consumption compo-
nent [44-46]. Hence, based on the above discussion, we 

define the energy consumption (i.e., 
pmP ) of one physical 

machine as a function of the CPU utilization as follows: 

1
( )

lpm CPU busy idle idle

i ii
P x U P P P


      (3) 

where l denotes the number of services running on  each 

virtual machine; 
CPU

iU represents the CPU utilization when 

the ith service in the physical machine; ix  is a binary deci-

sion variable that represents whether a service is invoked 
in the physical machine (If a service is invoked, the corre-

sponding binary decision variable ix  is set to 1, or 0 if not 

used); 
busyP and

idleP denotes the power consumed when 

the physical machine is fully utilized and is idle, respec-
tively; their values can be obtained from [44]. 
2) Energy consumption of switches. Switches are net-
work hardware devices that consist of port transceivers, 
line cards, and switch chassis. All of these components 



S. WANG ET AL.:  TOWARDS GREEN SERVICE COMPOSITION APPROACH IN THE CLOUD 5 

 

contribute to the energy consumption of switches. Ac-
cording to [47,48], the energy consumption of the switch 
chassis and line cards remain constant over time, while 
the consumption of the network ports can scale with the 
volume of the forwarded traffic as follows [48]: 

1 1

R m n
switch r r r

chassis linecard i sp sp sp

r i

P P P x n P u


 

                  (4) 

where chassisP  is  the energy related to the switch chassis,  

linecardP is the energy consumed by a single line card; R  is 

the number of line cards plugged into the switch; m  de-
notes the number of service classes; n  denotes the num-

ber of candidate services in each service class; ix  is a bi-

nary decision variable that signifies whether a service is 
invoked in the switch (If a service is invoked, the corre-

sponding binary decision variable ix  is set to 1, or 0 if not 

used); r

spP   is the energy drawn by a port running at line 

card r; r

spn   is the number of ports operating at line card r; 

and [0,1]r

spu   is a port utilization that can be defined as 

follows: 

1
= ( )

t T

sp sp
t

sp

u B t dt
T C



                                              (5) 

where ( )spB t   is the instantaneous throughput at the 

port’s link at time t; spC  is the link capacity; and T  is a 

measurement interval [48].  
3) Energy consumption of composite services. The 

energy consumption of each candidate service has certain 
differences owing to the differences in specific functions 
and implementation. Different switches often consume 
different amounts of power owing to the transfer of dif-
ferent candidate services. Then, we can calculate the en-
ergy consumption of the composite service using (3) and 
(4). We take ( )EC s  to denote the total energy consump-

tion of composite service s , which is defined as follows: 

1 1

( ) +
a c e

pm switch
e p

i i

i i

EC s P P
 







                         (6) 

 where c   denotes the number of core switches; a   de-
notes the number of aggregation switches; e  denotes the 
number of edge switches; p  denotes the number of phys-

ical machines linked to edge switches; 
pm

iP   denotes the 

energy consumption of candidate services from the ith 

physical machine; and 
switch

iP   denotes the energy con-

sumption of transferred candidate services by the ith 
switches. 

4.2 Network Resource Consumption Model 

For one composite service, if the data transmission 
over an invoked candidate service needs to go through 
more switches, this increases the total number of packets 

delivered by these switches, i.e., the composite service 
consumes more network resources [43].  

Let cores denote the total size of the packet transferred 

by core switches for composite service s , which can be 
calculated as follows: 

,
( )

core i j
i

i

s x size packet              (7) 

where , {0,1}i jx  , and , 1i jx   indicates that the jth link is 

selected to transfer the ith packet of the composite service 

via the core switches; otherwise, , 0i jx  . 

Let agg
s denote the total size of the packet transferred 

by the aggregation switches for composite service s  , 
which can be calculated as follows: 

, ( )
agg

ii j

i

s y size packet               (8)  

where , {0,1}i jy  , and , 1i jy   indicates that the jth link is 

selected to transfer the ith packet of the composite service 

via the aggregation switches; otherwise, , 0i jy  . 

Let edge
s  denote the total size of the packet transferred 

by the edge switches for composite service s , which can 
be calculated as follows: 

, ( )
edge

ii j

i

s z size packet                       (9) 

where , {0,1}i jz  , and , 1i jz   indicates that the jth link is 

selected to transfer the ith packet of the composite service 

via the aggregation switches; otherwise , 0i jz  . 

Then, in order to calculate the network resource con-
sumption of the composite service in the FCDC, we denote 
the network resource consumption of composite service 
s  by using ( )NRC s  as follows [43]: 

( ) core agg edgeNRC s s s s                      (10) 

4.3 Problem Statement 

      The problem of finding the greenest service composi-
tion by enumerating all possible combinations is consid-
ered as an optimization problem. Then, the energy con-
sumption and network resource consumption of the com-
posite service must be minimized while its QoS utility 
value is higher or lower than a global QoS constraint value 

(0 )C C r   (In this paper, we chose “lower.”). Formally, 

the optimization problem that we address can be stated 
as follows: 

 The energy consumption of composite service  

( )EC s is minimized; 

 The network resource consumption of composite 
service ( )NRC s  is also minimized; 

 The QoS utility value of the composite service sat-
isfies   ( )U s C . 
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4.4 Service Composition Approach 

In this problem, we consider three objectives: minimiz-
ing overall energy consumption, minimizing the network 
resource consumption, and maximizing the QoS utility 
value. It is feasible to find an optimal composition as the 
number of candidate services, whereas service classes are 
limited in the cloud. Our green service composition ap-
proach in the cloud can be formulated as a multi-objective 
optimization problem, given by 

        
1 1

Min ( ) +
e p a c e

pm switch

i i

i i

EC s P P




 



                           (11) 

Min ( ) core agg edgeNRC s s s s                              (12) 

subject to
max

max min
1

( ) ( )
+ .

maxr
k k k k

kmax min
k k k k k

Q q s NQ nq s
w C

Q Q NQ NQ

  
 

  
    (13) 

where 
1

( 1)
r

k k

k

w R w



   represents the weight of each 

QoS attribute; r   denotes the number of QoS attributes; 
max

kQ  and 
min

kQ  are the maximum and minimum values of 

the kth service QoS attribute; ( )kq s   denotes the aggre-

gated service QoS value of the kth service QoS attribute; 
and C  denotes the global QoS constraint value. More ex-
planation about the parameters can be found in Table I. 

Lemma 1. The green service composition problem is 
NP-hard. 

Proof: The green service composition problem is also 
NP-hard Problem. See Appendix B for details. 

In this section, we adopt the weighting method to 
transform the green service composition problem into a 
signal objective optimization problem with (Pareto) opti-
mal solution. 

As shown in Eqs.11-13, the green service composition 

problem is formulated as follows： 

P1:   

 1 2s , , ,

min ( ),min ( )

( ) 0; 1,2, ,

T

m

k

find s s s

which EC s NRC s

subject to g s j r

 


  


                 (14) 

With  
max

max min
1

( ) ( )
( ) + .

maxr
k k k k

k kmax min
k k k k k

Q q s NQ nq s
g s C

Q Q NQ NQ




  
  

  
   (15) 

where s  is an m-dimensional vector of decision variables, 

( ), ( )EC s NRC s   are functions defined on S  , and

 ( ) 0; 1,2, ,kS s g s k r   . Then we can transfer (11-

13) into (14) as be the same multi-objective optimization 
problem, i.e., P1. 

Definition 2. ŝ S   is said to be a Pareto optimal solu-
tion of P1, if and only if there does not exsit another s S

such that ˆ( ) ( )EC s EC s  , ˆ( ) ( )NRC s NRC s  ,with 

                                                             
1ttps://www-01.ibm.com/software/commerce/optimization/cplex-optimizer/ 

strict inequality holding for at least one. 

Definition 3. *s S  is  said  to  be  a  weakly  Pareto 
optimal solution of P1, if and only if there does not exsit 

another s S  such  that ˆ( ) ( )EC s EC s  , 

ˆ( ) ( )NRC s NRC s . 

In order to get Pareto optimal solution or weakly Pareto 
optimal solution of P1, we modify the multi-objective op-
timization problem into single objective optimization 
problem by using the weighting method.  

In this way, we suppose that the weighting coefficients 

1w   and
2w   are real numbers such that

1 2, 0w w   . It is 

also usually supposed that the weights are normalized, 
that is, 1 2 1w w  . Obviously, P1 is transformed into the fol-

lowing single objective optimization problem, i.e., P2:  

P2:

 1 2

1 2

s , , ,

min( ( ) ( ))

( ) 0; 1,2, ,

T

m

k

find s s s

which w EC s w NRC s

subject to g s j r

 


  
  


      (16)  

Where 
1 2, 0w w   and 1 2 1w w  . 

Remark: The exact value of 1w and 2w  may be difficult to 

find in practice. Therefore, in practice, we can regard the 
weight as a tuning parameter, which can be tuned so that the 

resulting composite service s  yields good performance.  
Theorem 2. The solution of P2 is a weakly Pareto opti-

mal solution of P1. 
Proof: See Appendix B for details. 

Theorem 3. The solution of P2 is Pareto optimal if the 
weighting coefficients are positive, this is  

1 2, 0w w  . 

Proof: See Appendix B for details. 
Based on the above proofs, in this paper, we adopt 0-1 

linear programming to solve the multi-objective optimiza-
tion problem. In particular, we use the models stated 
above to collect and distribute data for the fat-tree data 
center in the execution process of the 0-1 linear program-
ming, which is expected to improve efficiency. The 0-1 lin-
ear programming has been used to solve service compo-
sition problems by several researchers [42,49]. In our 
study, binary deci-sion variables are used in the problem 
to represent the service candidates. A service candidate is 
selected in the optimal composition if its corresponding 
variable is set to 1 in the solution of the model and dis-
carded otherwise. By solving using any 0-1 linear program-
ming solver method (IBM CPLEX Optimizer1 is used in this 
paper), a list of the best candidate services is obtained and 
returned to the service broker provided in the cloud. In 
our approach, particularly, we take energy consumption 
and network resource consumption into account in the 
process of execution of the 0-1 linear programming algo-
rithm for the optimization problem. This is expected to 
make the service composition energy-aware and network-
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aware. 
Remark: If the QoS requirements of a user are very high, 

our multi-objective optimization problem may not have a 
feasible solution. In other words, there is no candidate 
service that can satisfy the requirements of the user. We 
need to recommend the user to reduce the QoS require-
ments in this condition. 

5 PERFORMANCE EVALUATION  

To evaluate our approach, we implement it in 
WebCloudSim2 , and then compare the results obtained 
with those from traditional approaches. After extensive 
experiments, we compare the outcome in terms of energy 
and network resource consumption as well as QoS utility. 
The experimental results indicate that our approach is su-
perior to traditional approaches. Moreover, we also ana-
lyze the parameters of our approach and present their op-
timal settings to IT engineers. A case study can be found 
in Appendix A. 

User

Fat-Tree Cloud Data Center

...

Service 
Composition

 ServerService/Application
 Servers

WebCloudSim
 ServerWeb Server

User
 

Fig. 2. Overview of the WebCloudSim system constructed for green service 
composition experiment in the cloud. 

5.1 Testbed  

     As stated above, to evaluate our approach, we con-
struct a FCDC network environment consisting of core 
switches, aggregation switches, edge switches, physical 
servers, VMs, and services by using WebCloudSim.  

As in our previous work [43], on receiving service com-
position request from users, as shown in Fig. 2, the web 
servers in WebCloudSim assign the large number of re-
quests to the service composition servers. The service 
composition servers then adopt suitable algorithms or 
methods to find the best services from physical servers. 
Traditional service composition approaches often select 
the best services based on service QoS values. In contrast, 
our green service composition approach pays more atten-
tion to energy consumption and network resource con-
sumption. The relevant details about WebCloudSim can 
be found in our previous work [43,50].  

                                                             
2 http://www.webcloudsim.org/ 

5.2 Experimental Setup  

To evaluate our approach, we implement it in 
WebCloudSim, and the tool is available at 
http://www.webcloudsim.org/.  In the WebCloudSim sys-
tem, to evaluate our green service composition approach, 
we set up a 16-port FCDC consisting of 64 core switches 
and 16 pods. Each pod comprises eight aggregation 
switches and eight edge switches in a FCDC. We use Cisco 
Catalyst 6500 and Cisco Nexus 2224TP switches as the ag-
gregation switch and the edge switch, respectively. The 
former switch contains two linecards and 48 Gigabit ports 
in each linecard. The power of the fixed part is 472 Watt 
while that of each port is 3 Watt [51]. Hence, the dynamic 
part constitutes 38 percent of the switch’s power. The lat-
ter switch contains one linecard and 24 Gigabit ports. Its 
fixed part consumes 48 Watt, whereas each port con-
sumes 2 Watt [52], which indicates that the dynamic part 
constitutes 50 percent of the switch’s power. Hence, there 
are 128 aggregation switches and 128 edge switches.  

The bandwidth of the core and aggregation switches is 
set as 10 Gps and the bandwidth of the edge switch as 1 
Gps. Each edge switch could connect to eight physical 
servers that are divided into two categories: HP ProLiant 
G4 with a 3720 MIPS CPU and 4 GB memory, and HP Pro-
Liant G5 with a 5320 MIPS CPU and 4 GB memory.  

Each physical server hosts four VMs, and each VM hosts 
two services. Therefore, the data center contains 1024 
host servers, 4096 VMs, and 8192 services. For the VM 
configuration, the base system is 769 MB; the RAM disk is 
5.3 MB; the kernel is 1.6 MB; the memory size is 512 MB; 
and the user disk size is 1 GB. There are 8192 services from 
the data center and each service contains three QoS at-
tributes (specifically, delay, throughput, and reliability). In 
order to ensure the repeatability of experiments, we use 
the real service QoS dataset [53,54] as the QoS data of the 
three attributes for the 8192 services in the WebCloudSim 
system.  

Remark: The created 1,000 service composition re-
quests in the WebCloudSim system are randomly exe-
cuted in one hour. It is worth nothing that the number of 
concrete services of a composite service is generally less 
than 10 in practice [55]. The values of the weighting coef-
ficient are set to 0.5. Hence, in this experiment, the num-
ber of candidate services and service classes is less than 
10. For example, when the number of service classes is 
only three and the number of candidate services only is 
three, at most 1000×33 services are used in the service 
composition process, i.e., many services are used multiple 
times. Other parameters settings are the same as in our 
previous work [43].  

http://www.webcloudsim.org/
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5.3 Compared Approaches 

In order to evaluate the performance of our green ser-
vice composition approach, we compare it with the fol-
lowing service composition approaches. All experiments 
are conducted on the same data center with identical con-
figuration. The experiments are conducted 20 times re-
peatedly. 
 TRAD. These traditional approaches (TRAD) often fo-

cus on traditional QoS utility, and adopt 0-1 linear 
programming to find the best solution based on tra-
ditional QoS utility function [41,42]. This is a stand-
ard approach [40-42] to solve the service composi-
tion problem. The relative standard deviation of the 
results is lower than 7%. 

 GA. Genetic algorithms [26,56] belong to the larger 
class of evolutionary algorithms and are also often 
used to find optimal service compositions, via uni-
form crossover and uniform mutation. The initial 
population for the GA is set to 20, and the maximum 
number of iteration is set to 30 [57].  

Remark: We supply this basic genetic algorithms (called 
GA) with the standard service composition problem, e.g., 
the traditional QoS fitness function. The mutation and 
crossover operator settings are from [54]. The relative 
standard deviation of the results is lower than 9%. 
 GA+. It is a green-aware extension of basic genetic 

algorithms (called GA+). In addition to the settings 
used for GA+, we extend it with our proposed energy 
consumption model and network resource consump-
tion model. The fitness function is the sum of (11) 
and (12). The parameters settings for GA+ and GA are 
same. The relative standard deviation of the results 
is lower than 9%. 

 GREEN. Our proposed green service composition ap-
proach is described in Section 4. The relative stand-
ard deviation of the results is lower than 7%. 

5.4 Comparison Results on Energy Consumption 

 
(a) Energy consumption with varying number of candidate services for 

service composition in the cloud. 

 
(b) Energy consumption with varying number of service classes for ser-

vice composition in the cloud. 

Fig. 3. Comparison of energy consumption of service composition in the 
cloud. Compared with TRAD, GA, and GA+, GREEN saves, respectively, more 
than 50%,  approximately 40%, and approximately 20% on average in energy 
consumption regardless of the number of service classes or candidate ser-
vices in use.  

Fig. 3 shows that our GREEN enabled cloud service 
saves more energy than other approaches. For example, 
in Fig. 3(a), the energy consumption of our GREEN ap-
proach is about 496 Watt on average, but those of the 
other approaches (e.g., TRAD, at about 1,005 Watt, and 
GA, at about 964 Watt) are much more expensive in this 
respect. TRAD, GA, GA+, and GREEN have energy con-
sumption ratios of approximate 2.0, 1.9, 1.4, and 1.0, re-
spectively. When there is only one service composition re-
quirement, our GREEN approach can save more than 300 
Watt of energy on average. When there is a large number 
of users (e.g., 1,000,000) who use service composition in 
the cloud, GREEN can save a small thermal power station’s 
energy output. Similarly, in Fig. 3(b), the energy consump-
tion of our GREEN is approximately 460 Watt on average, 
but that of the other approaches (e.g., TRAD, at about 870 
Watt) is much more on average. TRAD, GA, GA+, and 
GREEN have energy consumption ratios of approximate 
1.9, 1.9, 1.2, and 1.0, respectively.  

With reference to Fig. 3, compared with TRAD, our 
GREEN approach saves more than 50% on average in en-
ergy regardless of the number of service classes or candi-
date services in use. Compared with GA, our GREEN ap-
proach saves approximately 40% on average in energy. 
Compared with GA+, our GREEN approach saves approxi-
mately 20% on average in energy. This means that our 
GREEN approach can significantly reduce energy con-
sumption, and is the best among all of the evaluated ap-
proaches.  

In contrast to TRAD and GA, our GREEN energy con-
sumption model for service composition in FCDCs gives 
adequate consideration to energy consumption of physi-
cal machines and switches in the cloud. In contrast to GA+, 
our GREEN approach uses 0-1 linear programming to op-
timize the cloud service composition problem. Owing to 
the small search space of the cloud service composition 
problem, GREEN is more effective than GA+, which may 
be trapped in local optima. Moreover, because GA+ 
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adopts our proposed energy model, it saves more energy 
than GA, which also confirms that our proposed model is 
very effective. 

In summary, GREEN significantly reduces energy con-
sumption in solving the service composition problem in 
the cloud. 

5.5 Comparison Results on Network Resource 
Consumption 

Fig. 4 illustrates the comparison of network resource 
consumption for the considered approaches, where the 
size of the network packet is set at 800 bytes. The figure 
clearly shows three significant facts.  

 
(a) Network resource consumption with varying number of candidate 

services for service composition in the cloud. 

 
(b) Network resource consumption with varying number of service 

classes for service composition in the cloud. 
Fig. 4. Comparison of network resource consumption for service compo-

sition in the cloud. Compared with TRAD and GA, our GREEN method saves 
approximately 50% on average in network resources regardless of the num-
ber of service classes or candidate services in use. Compared with GA+, our 
GREEN saves approximately 10% on average in network resources. 

First, our GREEN enabled cloud service saves more net-
work resources than other approaches. It can be seen that 
its network resource consumption is less than 1300 bytes 
on average for the various candidate services and service 
classes. The results confirm that GREEN is an effective so-
lution to cope with the service composition problem in 
the cloud.  

Second, compared with the other considered alterna-
tives, the GREEN solution achieves a significantly higher 
energy saving (higher than 50% or 10%). For example, 
compared with TRAD and GA, our GREEN method saves 
approximately 50% on average in network resources re-
gardless of the number of candidate services or service 

classes in use. Compared with GA+, GREEN saves approxi-
mately 10% on average in network resources. This means 
that our GREEN approach can significantly reduce net-
work resource consumption, and is the best among all of 
the considered alternatives.  

Third, as the number of candidate services or service 
classes increases, the energy saving is reduced. This last 
effect can be explained considering that, as the number of 
services grows, every evaluated approach must consider 
more physical machines and switches to configure the ser-
vice composition system. This behavior clearly increases 
the energy consumption. However, even as the number of 
services increases, GREEN still outperforms the other con-
sidered approaches. 

In summary, in contrast to TRAD and GA, our GREEN 
approach considers the topology of fat-tree cloud data-
center networks, making full use of the network resource 
consumption model to find the optimal solution in the 
cloud. In contrast to GA+, 0-1 linear programming is more 
effective for small search space optimization. Moreover, 
our previous work [43] also validates the conclusion of this 
experiment. Hence, GREEN significantly achieves higher 
network-resource-efficiency in solving the service compo-
sition problem in the cloud.  

5.6 Comparison Results on QoS Utility 

Fig. 5 illustrates the comparative evaluation results for 
QoS utility, including network QoS. As shown in Fig. 5, it 
can be seen that GREEN can significantly improve the QoS 
utility of service composition in the cloud. For example, in 
Fig. 5(a), the QoS utility of GREEN is about 0.77 on average, 
whereas other approaches attain lower values on average. 
TRAD, GA, GA+, and GREEN have QoS utility ratios of 
about 0.5, 0.3, 0.7, and 1.0, respectively. Similarly, Fig. 5(b) 
shows ratios of approximately 0.6, 0.6, 0.8, and 1.0, re-
spectively.  

With reference to Fig. 5, compared with TRAD and GA, 
GREEN improves by approximately 50% on average in QoS 
utility regardless of the number of service classes or can-
didate services in use. Compared with GA+, GREEN im-
proves by approximately 20% on average in terms of QoS 
utility. This means that GREEN can effectively assure QoS 
utility, and is the best among all of the evaluated ap-
proaches.  

In contrast to TRAD and GA, GREEN considers the net-
work QoS of service composition in the cloud. In contrast 
to GA+, because, in practice, the solution space of service 
composition problems in the cloud is not very large, our 
GREEN approach, which adopts 0-1 linear programming, 
is more effective than GA+ in the context of fat-tree cloud 
datacenter networks. Moreover, our previous work [43] 
also validates the conclusion of this experiment. 

In summary, our GREEN approach significantly assures 
realistic QoS utility when solving service composition 
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problems in the cloud. 

 
(a) QoS utility with varying number of candidate services for service 

composition in the cloud. 

 
(b) QoS utility with varying number of service classes for service com-

position in the cloud. 
Fig. 5. Comparison of QoS utility of service composition in the cloud. 

Compared with TRAD and GA, GREEN improves by approximately 50% on 
average in QoS utility regardless of the number of service classes or candi-
date services in use. Compared with GA+, GREEN improves by approximately 
20% on average. 

5.7 Comparison Results on Computation Time 

 
(a) Computation time with varying number of candidate services for 

service composition in the cloud. 

 
(b) Computation time with varying number of service classes for ser-

vice composition in the cloud. 
Fig. 6. Comparison of computation time for service composition in the cloud. 
Although the computation time of the GREEN approach is not the lowest, its 
computation time is very low regardless of the number of service classes or 
candidate services in use. This means that GREEN still can provide a fast 
composite service in the cloud.  

As shown in Fig. 6, we find that the computation time for 
GREEN is very low, and is about 300 ms on average regard-
less of the number of service classes or candidate services 
in use. Compared with GA+, GREEN reduces the computa-
tion time by approximately 30% on average.   Although the 
computation time for GREEN is not the lowest among the 
approaches, it still provides a composite service in the 
cloud.  

Finally, as Figs. 3, 4, 5, and 6 show that, our GREEN ap-
proach can achieve the best green solutions (low energy 
consumption and network resource consumption, and 
high QoS utility) with low computation time. This means 
that cloud service providers can adopt our approach to 
provide green cloud services (i.e., SaaS and IaaS) via a cen-
tral control with all levels of information of services and 
network in cloud data centers  [43]. 

5.8 Sensitivity Analysis of GREEN 

In order to fully evaluate the proposed GREEN, we test 
our proposal under two operating scenarios (i.e., the 
bandwidth setting of edge switches, the bandwidth set-
ting of core and aggregation switch) to understand how 
the FCDC characteristics affect its performance. We hope 
the results can help IT engineers to implement our ap-
proach better on their cloud systems. 

5.8.1 Sensitivity to the bandwidth of edge switches  

The first sensitivity experiment focuses on the effect of 
the bandwidth of the edge switch on network resource 
consumption, QoS utility, and computation time for the 
different bandwidths of edge switches. 

 
(a)Energy consumption sensitivity analysis for the bandwidth of edges 

switches 

 
(b) Network resource consumption sensitivity analysis for the bandwidth of 
edges switches 
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(c) QoS utility sensitivity analysis for the bandwidth of edges switches 

 
(d) Computation time sensitivity analysis for the bandwidth of edges switches 

Fig. 7. Sensitivity to the bandwidth of edge switches for energy consumption, 
network resource consumption, QoS utility, and computation time.  

Fig. 7(a) shows that, as the bandwidth of edge switches 
grows, the energy consumption of GREEN gradually de-
creases. The intuitive effect can be explained that, 1) be-
cause the waiting time of service composition becomes 
shorter, GREEN shuts down (one or) several physical ma-
chines running services; or 2) (one or) several ports of 
edge switches are closed because a small number of ports 
can satisfy the bandwidth requirement of service compo-
sition in the cloud.  

Fig. 7(b) shows that with increasing bandwidth of edge 
switches, the network resource consumption of GREEN 
also increases. The counterintuitive effect can be ex-
plained by the fact that, as the bandwidth of edge 
switches grows, GREEN tends to composite the services 
that are in the different subnets owing to the QoS con-
straint of (13) (as shown in Fig. 7(c)) in the cloud. Fig. 7(c) 
shows that, as the bandwidth of edge switches grows, the 
QoS utility of GREEN gradually increases. But when the 
QoS utility value of the composite service satisfies the 
constraint of (13), GREEN tends to reduce more energy 
and network resource consumption. This means that the 
QoS utility tends to decrease when the bandwidth of the 
edge switches is higher than 6 Gps. 

Fig. 7(d) shows that with the increasing bandwidth of 
edge switches, the computation time of GREEN also de-
creases and tends to become stable. The intuitive effect 
can be explained that, because the waiting time of service 
composition becomes shorter, GREEN saves on computa-
tion time. Moreover, when the bandwidth of the edge 
switches is higher than 4 Gps, the computation time tends 
to be stable. 

5.8.2 Sensitivity to the bandwidth of core and aggregation 
switches  

The second sensitivity experiment focuses on the effect 
of the bandwidth of the edge switch on network resource 

consumption, QoS utility, and computation time for the 
different bandwidths of core and aggregation switches. 

From Fig. 8, it is clear that, as the bandwidth of core 
and aggregation switches grows, the sensitivity analysis 
results become similar to Fig. 8.  For detailed explanation 
of the sensitivity analysis in Fig. 8, refer to Section 5.8.1. 
Hence, in short, as the bandwidth of core and aggregation 
switches grows, Fig. 8 shows that: 1) the energy consump-
tion of GREEN is reduced; 2) the network resource con-
sumption of GREEN is increased; 3) the QoS utility of 
GREEN gradually increases, but tends to decrease when 
the bandwidth of the core and aggregation switches is 
higher than 80 Gps; and 4) the computation time of 
GREEN also decreases and tends to become stable when 
the bandwidth of the core and aggregation switches is 
higher than 60 Gps.  

 
(a) Energy consumption sensitivity analysis for the bandwidth of core and 
aggregation switches 

 
(b) Network resource consumption sensitivity analysis for the bandwidth of 
core and aggregation switches 

 
(c) QoS utility sensitivity analysis for the bandwidth of core and aggregation 
switches 

 
(d) Computation time sensitivity analysis for the bandwidth of core and ag-
gregation switches 

Fig. 8. Sensitivity to the bandwidth of core and aggregation switches for en-
ergy consumption, network resource consumption, QoS utility, and compu-
tation time.  



12 IEEE TRANSACTIONS ON SERVICES COMPUTING,  MANUSCRIPT ID 

 

5.9 OPEN ISSUES AND LIMITATIONS 

5.9.1 Open Issues 

The following four issues are open issues for our pro-
posed approach.  
1) In traditional service selection or composition ap-

proaches, including our many previous work, the 
number of candidate services is often at least more 
than 100, and the number of service classes is often 
at least more than 10. Interestingly, we can not find 
any service composition application based on tradi-
tional approaches in any real-world IT systems. It is 
worth noting that, although the number of services in 
the cloud still grows, the number of concrete services 
comprising a composite service is generally less than 
10 in practical systems [55]. Hence, we believe that 
the computation time is not a critical issue at the cur-
rent stage for service composition owing to the small 
search space and not a large number of services that 
need to be composited.  

2) Traditional service selection or composition ap-
proaches, including our several previous studies, fo-
cus more on service composition algorithm optimiza-
tion. They often try to adopt more complex algo-
rithms (such as genetic algorithm, particle swarm op-
timization, and ant colony optimization) to find the 

best solution.  However, in practical systems, finding 
the optimal composition requires enumerating all 
possible combinations of candidate services, which 
is not expensive in terms of computation time ow-
ing to the small search space. Hence, a basic service 
composition algorithm such as 0-1 linear program-
ming is good enough to find the best solution. There-
fore, we believe that our service composition algo-
rithm is suitable, and the basic algorithm is sufficient 
and effective.  

3) Who will use our proposed approach and how to use 
it? Cloud service vendors, such as Amazon AWS, Mi-
crosoft Azure and Alibaba Cloud, deploy various ser-
vices in their cloud data centers, including their own 
services and services from third-parties. Many of 
these services can be used for composition and many 
of them are functionally equivalent. As such, cloud in-
frastructure providers can adopt and benefit from our 
approach to reduce the energy and network resource 
consumption in their cloud data centers.  The hyper-
text-driven REST API [80], which consists of connected 
REST resources that provide different services 
through uniform interfaces or Service Mesh, can sup-
port the implementation of our approach in real cloud 
data centers. It includes services from both data and 
control planes, such as switches, routers, subnets, 
networks, NAT devices, and controllers in SDN envi-
ronments.  

4) In the early stages of cloud computing, it could be dif-
ficult to dynamically co-host services that need to be 
composed frequently on the same (or close) physical 
location. However, with the advance of container and 
virtualization technology, we can adopt virtual ma-
chine migration and fast container deployment tech-
nology to host these services on the same or nearby 
physical servers to make green service composition 
practical. 

5.9.2 Limitations of Our Approach 

There are several limitations of our proposed approach 
as follows: 
1) It is not easy to conduct a large scale evaluation within 

a cloud data center, but there are still possibilities to 
create a small replica of a cloud data center, which is 
running on commodity hardware. Although this setup 
cannot host the same set of services as those used for 
the simulation, it can be used to monitor actual data 
instead of just summing up predefined numbers dur-
ing a simulation.  

2) The fact that an actual evaluation would support the 
usefulness of our proposed approach, there are also 
flaws or missing information for the simulation. The 
simulation assumes that there are no packet drops 
during the evaluation, which is not the case in real 
cloud data centers. Hence, we hope to have a collab-
oration with top cloud service vendors to implement 
our approach in a real cloud data center and further 
evaluate the performance. 

6 CONCLUSIONS 

In this paper, we propose a green service composition 
approach for FCDCs. Our approach not only consists of an 
overall energy consumption model and network resource 
consumption model, but also has a service composition 
model to find the best green (such as low energy con-
sumption, low network resource consumption) composi-
tion service in the cloud. In contrast to current approaches 
in this area, our approach links services, networks, physi-
cal machines, and switches and considers energy and net-
work resource consumption in the service composition 
process. We implement the proposed approach in the 
WebCloudSim system, and find that it outperforms cur-
rent approaches in terms of energy consumption, network 
resource consumption, QoS utility, and computation time.  

Future work will explore a good means of enhancing 
our proposed approach in software defined network (SDN) 
environments. Moreover, the question of how to design a 
service-composition-aware virtual machine or container 
migration scheme will also be explored. 
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