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Abstract—The emerging 6G network will make it possible for
cybertwin, which relies deeply on the low latency and power-
ful computation provided by the edge network. To this end,
the convergence of computing and network has been attached
great importance. Most existing work study either placing edge
servers or deploying user plane functions (UPFs), seldom con-
siders the two processes jointly. In this article, we study how
to minimize the latency with cost limitation by means of jointly
deploying edge servers and UPFs in 6G scenario. We have shown
that the problem is NP-hard. Then, we simplify the problem by
analyzing the placement relationship between edge servers and
UPFs and prune the solution space of the problem. To solve the
problem effectively, a UPF and edge server placement algorithm
is proposed. Massive experiments are conducted based on real-
world data set and an edge core network emulator. The evaluation
results show that our algorithm outperforms the benchmark
algorithms.

Index Terms—6G, cybertwin, edge server, user plane function
(UPF).

I. INTRODUCTION

THE 6G network is expected to realize the Internet of
Everything [1], [2]. With the introduction of satellite

communication, unmanned aerial vehicle communication, and
maritime communication as supplements, user equipments can
get access to the Internet services from anywhere with reliable
low latency and mobile broadband. Besides, 6G network is on
course for a higher peak data rate (> 100 Gb/s), higher traffic
density (> 100 Tbps/m2), lower latency (< 1 ms), and better
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Fig. 1. 6G edge core network architecture.

reliability (> 99.999%) with much larger coverage area (for
more than 99% of the Earth) [1]. Such a network upgrade
makes it possible to realize cybertwin [3], [4], which locates
at edge clouds and serve as a digital representation of human
or IoT devices. Cybertwin relies heavily on a low-latency
network environment to achieve full capability and meet the
requirements of latency-sensitive and computation-intensive
applications at user ends.

In order to adapt to such complex scenarios and require-
ments, the current core network architecture will further evolve
into a network where most network control and service pro-
vision are conducted at the network edge, i.e., edge core
network. As is shown in Fig. 1, such a network works like
the nervous system of octopus where most of the nerve cells
locate in the arms and only a the tiny fraction of nerve cells is
in the central brain [5]. As a result, most complex motor skills
are decided and conducted by the arms themselves. Likewise,
leveraging edge servers deployed at the proximity of users,
6G network provides low-latency services with high efficiency
and flexibility [6]. The cloud core network, playing a role of
the central brain, will not directly participate in the commu-
nication. Most tasks are offloaded to edge servers via user
plane functions (UPFs) to satisfy the latency-sensitive and
computation-intensive service requirements.

This network structure puts forward higher requirements for
edge infrastructures. As most user equipments rely on edge
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Fig. 2. Influence of UPF on backhaul communication path.

servers to acquire low-latency services, the deployment of edge
infrastructures should be carefully considered [7]. The most
intuitive factor that will influence the latency is the distance
between user equipments and edge servers. However, taking
the locations of UPFs into consideration is also indispensable.
UPFs are in charge of steering user traffics [8], [9]. Every
user data packet must pass through UPF before arrive at edge
clouds. Take Fig. 2 as an example. b1, b2, and b3 are three
base stations, and any of the two base stations are connected
directly. An edge server is placed at b2 and a UPF is deployed
at b3. If a user at b1 wants to offload tasks to the edge server, its
data packets must pass through the UPF at b3. As a result, the
communication path of data packets is the green one instead
of the blue path between b1 and b2, even if the blue path is the
shorter one. This example clearly indicates that the location of
UPF has a great impact on communication path and latency.
In the 6G network, the existence of cybertwin relies highly
on the computation and communication resources provided by
the edge network system. Improper placement of either edge
servers or UPFs will inevitably result in the deterioration of
quality of service.

Most existing work studies the placement of edge servers
and UPFs separately. References [10]–[15] study the place-
ment of network gateway purely from the perspective of
network without considering the location of edge servers.
References [16]–[20] focus on optimizing the key parameters
in edge server placement, neglecting the influence of UPFs
on latency. Although [21] considered both the placement of
edge servers and UPFs, the two placement is still conducted
separately. The interdependence between the two processes is
neglect. In this article, the influences of UPF and edge server
on latency are considered simultaneously, and we formulate it
as a joint placement problem.

Solving the joint deployment problem is challenging. The
first challenge is the interaction between edge servers and
UPFs when calculating the latency. The latency in this work
refers to the time for a data packet to travel from a base station
to the edge server via UPFs. Therefore, changing the loca-
tion of either edge servers or UPF both results in different
latency. Considering the two subproblems, edge server place-
ment and UPF placement, are both NP-hard, the complexity
of the joint placement problem is significantly increased. To
tackle this challenge, we propose a two-level algorithm. First,
base stations are divided into several groups by means of peri-
odically merging operation. Then, the location of edge servers
and UPFs is optimized in turn.

The second challenge comes from the scale of the problem.
The placement involves choosing locations for edge servers
and UPFs as well as assigning base stations to edge servers via
one UPF. Considering the large quantity of base stations, the
search space would be tremendous. To simplify the problem,
we analyze the placement relationship between edge servers
and UPFs. By proving some solutions are unrealistic and can
be ruled out, we prune the search space.

The contribution of this article is threefold.
1) We formulate the problem of joint placing UPF and edge

server in 6G scenario aiming to minimize latency with
cost and bandwidth limitation. To the best of our knowl-
edge, we are the first to study the placement of edge
servers and UPFs jointly instead of splitting it into two
processes.

2) We analyze the complexity of the problem and prove
that the problem is NP-hard. To solve the problem effi-
ciently, we first simplify it by pruning the search space
via discussing the location relationship between edge
servers and UPFs. Then, an effective UPF and edge
server placement algorithm (UEPA) is proposed.

3) Extensive simulations are conducted leveraging real-
world data set and network emulator. The evaluation
results show that our proposed algorithm stands out in
terms of achieving low latency with limited total cost.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

The topology of the edge network system is consid-
ered as an undirected graph G = (B ∪ E ∪ U,A).
B = {b1, . . . , bi, . . . , bnb} represents the set of base sta-
tions, where bi(i = 1, 2, 3, . . . , nb) denotes base station i.
E = {e1, . . . , ej, . . . , ene} denotes the edge clouds, where
ej(j = 1, 2, 3, . . . , ne) denotes edge cloud j. In each edge
cloud, several edge servers are placed to form a cluster.
U = {u1, . . . , uj, . . . , unu} denotes the set of UPFs, where
uk(k = 1, 2, 3, . . . , nu) denotes UPF k. nb, ne, and nu

denote the total number of base stations, edge clouds, and
UPFs, respectively. Edge clouds and UPFs are assumed to be
deployed at base stations. Therefore, nb ≥ ne and nb ≥ nu. A
denotes the set of physical network links among base stations,
edge clouds, and UPFs. Let αij ∈ {0, 1} denote the assignment
relationship between base station and edge cloud. If αij = 1,
base station bi is assigned to edge cloud ej. Similarly, let
βik ∈ {0, 1} denote the assignment relationship between base
station and UPF. βik = 1 represents UPF. uk is the default
UPF of bi.

B. Latency Model

When user equipments offload tasks to edge clouds, the
latency mainly comes from three parts: 1) the transmission
delay between the user equipment and base station through the
wireless connection; 2) the backhaul delay between the base
station and edge clouds via wired links; and 3) the process-
ing delay for edge servers to process the task [22]. Generally,
changing the deployment scheme of edge servers and UPFs
mainly affects the topology of backhaul wired links, thus the
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latency in this article is defined as the backhaul round-trip time
between the base station and edge server. Let d(ϕi, ϕj) denote
the latency between two network devices, where ϕi and ϕj rep-
resent the two ends of one communication link, respectively.
For an offloading data stream, the latency from the base station
to the edge server can be split into two parts: 1) the latency
between the base station and UPF and 2) the latency between
UPF and edge server. As a result, the latency of offloading
tasks to edge servers can be defined as follows:

d
(
bi, ej

) =
nu∑

k=1

βik
[
d(bi, uk)+ d

(
uk, ej

)]
. (1)

If βik = 1, the data stream of base station bi is steered by
UPF uk, and vice versa. d(bi, uk) denotes the latency between
bi and uk. d(uk, ej) denotes the latency between uk and ej.

1) Latency of Edge Node: The latency of edge cloud ej is
denoted as D(ej), which is defined as the maximum latency
between ej and all the base stations assigned to it

D
(
ej

) = max αijd
(
bi, ej

)
(∀i, 1 ≤ i ≤ nb) (2)

where αij ∈ {0, 1} indicates whether base station bi is assigned
to edge cloud ej.

2) Average Latency: For a placement scheme, the average
latency of all base stations is defined as follows:

D̄ =
∑nb

i=1

∑ne
j=1 αijd

(
bi, ej

)

nb
. (3)

C. Cost Model

1) Bandwidth Cost: The UPF serves as the upload classi-
fier of the area. Large quantities of data merge at UPF. This
includes data offloaded to local edge clouds and data targeted
to the remote cloud data centers. Therefore, UPFs are faced
with big pressure on bandwidth. To prevent being overloaded,
enough UPFs should be deployed and the placement locations
should be decided according to the distribution of user work-
loads. The bandwidth cost refers to the deployment cost of
UPFs, which is defined as follows:

CB = pbBunu (4)

where pb denotes the price per bandwidth. Bu denotes the
bandwidth of each UPF. nu denotes the total number of UPFs.

2) Computation Cost: The computation cost consists of
two parts: 1) the equipment cost and 2) the construction cost.
The equipment cost comes from the purchase of edge servers.
The construction cost is used to build the edge cloud. The
computation cost is defined as follows:

Ccomp =
y∑

j=1

(
pemj + pc

)
(5)

where pe denotes the price of one edge server. mj denotes the
number of edge servers deployed at edge cloud j. pc denotes
the construction cost of one edge cloud.

3) Total Cost: The total cost is acquired by adding band-
width cost and computation cost together, which is defined as
follows:

C = CB + Ccomp. (6)

D. Problem Statement

Latency is the key performance indicator of the 6G network.
The deployment problem is to minimize the latency with cost
limitation. The problem is formulated as follows:

Minimize D̄ (7)

s.t. C ≤ Cmax (8)

D
(
ej

) ≤ Dmax (9)
nb∑

i=1

αijw(bi) ≤ mjws (∀j, 1 ≤ j ≤ ne) (10)

nb∑

i=1

βikB(bi) ≤ Bu (∀k, 1 ≤ k ≤ nu) (11)

ne∑

j=1

αij = 1 (∀i, 1 ≤ i ≤ nb) (12)

nu∑

k=1

βik = 1 (∀i, 1 ≤ i ≤ nb) (13)

where Cmax denotes the total cost limitation and Dmax denotes
the maximum edge latency. Constraint (8) indicates that the
total cost is limited. Constraint (10) ensures that each edge
cloud is not overloaded, where w(bi) denotes the workload of
base station bi. Constraint (11) prevents network congestion at
UPFs as a result of total data stream exceeding the bandwidth
of UPF. B(bi) denotes the bandwidth that is needed for users
at base station bi. Constraint (12) states that one base station
can only offload tasks to one edge cloud. Constraint (13) guar-
antees that data streams of one base station are all forwarded
by one UPF.

Above all, the joint edge server and UPF deployment
problem can be formally stated as follows.

1) Find an optimal joint deployment solution.
2) Maximizing the total profit in (7).
3) Subject to constraints in (8)–(13).

E. Complexity Analysis

1) Edge Server Placement Only: In this situation, we
only consider the placement of edge servers and neglect the
placement of UPFs. Thus, the problem is transformed as
follows:

Minimize D̄

s.t. (8), (9), (10) and (12).

Theorem 1: The edge server placement problem with cost
constraint is NP-hard.

Proof: We prove the edge server placement is NP-hard
by a reduction from the set cover problem. Given a universe
set Z = {z1, z2, . . . , zn}, a size constraint K, and a subset of
Z denoted as {S1,S2, . . . ,Sm}, the set cover problem is how
to find a collection C from the subsets so that |C| < K and⋃

i⊆C Si = Z.
We reduce the set cover problem to the edge server place-

ment problem as follows. First, we map each zi ∈ Z to a base
station bi by a one-to-one mapping. Then, another one-to-one
mapping is constructed that maps each subset Sj to an edge
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cloud coverage area. In the coverage area, there is only one
edge cloud. If zi ∈ Sj, the corresponding bi is in the coverage
area and assigned to the edge cloud. Here, we set K = nb. It
is clear that an edge server placement scheme contains several
edge server coverage areas whose corresponding subsets are
also a cover of Z. As the set cover problem has been proven
to be NP-complete [23], the edge server placement problem
is NP-hard.

2) UPF Placement Only: Here, we consider the special
case where edge servers have been deployed, and we only need
to place UPFs at base stations. The problem in Section II-D
will be change into

Minimize D̄

s.t. (8), (9), (11) and (13).

Theorem 2: The placement of UPF with cost constraint is
NP-hard.

Proof: We prove the NP-hardness of the problem by
reducing the 0-1 knapsack problem to it. There is a set Z
containing η items. Each item has a value vi and weight
wi(i = 1, 2, . . . , η). For a knapsack with a given size �, the
0-1 knapsack problem is to select a subset S ⊆ Z satisfying∑

i∈S wi ≤ � while
∑

i∈S vi is maximized.
First, map zi of Z to bi of the base station set B. If the

base station bi is chosen to deploy UPF, the relevant zi is
placed in the knapsack. The weight wi of zi is mapped to the
cost of placing one UPF which is denoted as pbBu. Next, map
the value vi to the negative value of adding all the latency
of base stations that forward data stream via this UPF, i.e.,
−∑nb

i=1

∑ne
j=1 αijβikd(bi, ej), where k is the id of UPF placed

at bi. The size � of knapsack is mapped to the total cost
Cmax. Every UPF deployment scheme provides a solution to
the knapsack problem. Specifically, with no UPF placed, the
latency of each base station is set to infinity. This state cor-
responds to the case of an empty knapsack whose total value
equals negative infinity. Then, for a deployment scheme, the
shorter the average latency it has, the larger the total value
the corresponding knapsack will get. According to [23], the
0-1 knapsack problem is NP-complete. Therefore, the UPF
deployment problem is NP-hard.

Based on the above analysis, the joint placement of UPF
and edge server is NP-hard.

III. ALGORITHM DESIGN

A. Problem Simplification

The joint placement is quite complicated. One of the reasons
is that the search space is extremely large. However, some
placement schemes, although satisfying the constraints, can
be excluded because there are better solutions.

1) Base Case: We first consider the scenarios in one cov-
erage area where only one edge cloud and one UPF are
deployed.

Lemma 1: If there is only one edge cloud and one UPF in
a coverage area, the average latency is the shortest when UPF
and edge cloud are deployed at the same location.

Proof: Consider two scenarios. In the first scenario, edge
cloud and UPF are deployed at the same base station [shown

Fig. 3. Base case with one edge cloud and one UPF.

in Fig. 3(a)]. In the second scenario, keep edge cloud at the
same location and move UPF to another base station [shown
in Fig. 3(b)]. After changing the location of UPF, the coverage
area is split into three sets: 1) the UPF set consists of base sta-
tions locate far away from edge cloud (denoted as set 1 in red
circle); 2) the edge set consists of base stations on the one side
of edge cloud far away from UPF (denoted as set 3 in orange
circle); and 3) the between set locates between UPF and edge
cloud (denoted as set 2 in blue circle). Changing the location of
UPF brings different influence on the three sets. The latency of
base stations in UPF set does not change because the paths to
reach edge cloud are the same. However, latency rises for base
stations in edge set and between set. Specifically, the edge set
suffers a latency increase of 2d(e0, u0), where e0 denotes the
edge cloud and u0 denotes the UPF. The latency increase �d
of between set satisfies 0 < �d < 2d(e0, u0), depending on
the location of base station. For example, for base stations in
the between set of Fig. 3(b), the latency increases 2d(b5, b4).

In summary, moving UPF to other location from edge cloud
will bring extra latency. Therefore, place edge cloud and UPF
at the same location will have the shortest latency in the base
case.

2) Multiple Edge Clouds With One UPF: Each coverage
area is deployed with multiple edge clouds, all served by the
same one UPF. This deployment scheme deals with scenarios
where the demand for computing resources is relatively large.

Lemma 2: Deploying more edge servers at the edge cloud
colocated with UPF is better than deploying multiple edge
clouds at different locations.

Proof: As there is only one UPF in the coverage area,
denoted as u0, data stream from all base stations within the
area should be forwarded to the UPF first. For a base sta-
tion bi, transmitting data packets from bi to u0 introduces
d(bi, u0). Then, if the target edge cloud is colocated with the
UPF, d(bi, u0) will be the final latency. However, if data stream
is forwarded to edge clouds at different location, there will be
an extra latency between UPF and the edge cloud. Therefore,
expanding the computing resource capacity of the edge cloud
that is colocated with the UPF is more applicable.

3) Multiple UPFs With One Edge Cloud: In each coverage
area, only one edge cloud is deployed. Multiple UPFs for-
ward data stream to it. Such a placement scheme results from
a bandwidth shortage of one UPF. In this scenario, one UPF
colocates with the edge cloud. Other UPFs are distributed to
other base stations and only in charge of base stations in its
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UPF set. This is a practical and applicable scheme. By deploy-
ing multiple UPFs, the bandwidth pressure of one UPF is
relieved and distributed to other UPFs. The distribution brings
other benefits, as well. First, the reliability of the system is
improved. Deploying multiple UPFs can prevent whole cover-
age area network failure because of the only one UPF break
down. Second, it prevents the unnecessary extra referred in
the second case.

4) Summary of All Cases: According to the above ana-
lyzes, each edge cloud should colocate with one UPF. Other
UPFs can be deployed at base stations if the UPF at the edge
cloud is faced with bandwidth pressure. According to this
rule, the problem can be simplified by excluding inapplicable
placement schemes.

B. UPF and Edge Server Placement Algorithm

The proposed UEPA runs as Algorithm 1. It consists of five
key operations, which are listed as follows.

Merge Operation: All the base stations are divided into sev-
eral groups. Each group consists of at least one base station.
The total workload of the group is kept no larger than the
max workload of one edge cloud. Every time the merge oper-
ation is conducted, each group is paired up with its nearest
group. Let Dg(bi) denote the maximum latency between base
station bi and other base stations in the same group. Then,
the group with higher [

∑
w(bi)/max(Dg(bi))] in the pair will

be maintained and the other will be removed. The base sta-
tions of the removed group are faced with three choices. First,
they will be added into the maintained one if the constraints
are satisfied. Second, they will be tried to add into other
groups. Third, if no group is acceptable, a new group will be
formed.

Choose Edge Cloud Location: After the merge operation,
each group will choose one base station as the location of
edge clouds. The base station with the minimal Dg(bi) will be
chosen as edge cloud.

Choose UPF: The next step is deploying UPFs. As men-
tioned above in Section III-A, the edge cloud will colocate
with a UPF by default. Then, for each base station in the
group, if there is one existing UPF satisfying all the con-
straints, this UPF will be set as the default UPF of the base
station. Otherwise, a new UPF will be deployed at the base
station.

Adjustment: The above steps will inevitably result in the
overdevelopment of UPFs. Therefore, an adjustment will be
conducted iteratively. In each iteration, the UPF with the high-
est (d̃(uk)/[

∑
βikB(bi)]) will be removed, where d̃(uk) =

([
∑

βikd(bi, uk)]/
∑

βik) denotes the average delay of UPF uk.
Its base stations will be assigned to other UPFs. The iteration
ends if the removed UPFs are the same between two adjacent
iterations.

Decide Final Scheme: The above four steps consist of all the
operations in one loop. In each loop, the scheme is recorded
and a Q value is calculated to evaluate the scheme. The Q is
defined as follows:

Q = Dmax

D̄
− C

Cmax
. (14)

Algorithm 1: UEPA
Input: data set of base stations; Dmax; Cmax; algorithm

iteration number T;
Output: placement scheme of edge clouds and UPFs

1 initialize groups and choose core node for each group;
2 while t < T do
3 merge the nearest groups pair by pair;
4 foreach group do
5 deploy edge cloud at base station with the

minimal Dg(bi);
6 choose UPF locations from base stations in the

same group;
7 assign base stations to the edge cloud of the

group;
8 decide quantity of servers deployed at edge cloud;

9 flag ← True;
10 while flag do

11 calculate d̃(uk)∑
βikB(bi)

of each UPF;

12 if the UPF with the highest d̃(uk)∑
βikB(bi)

is the same

as that of the last loop then
13 flag ← False;
14 else

15 remove UPF with the highest d̃(uk)∑
βikB(bi)

;

16 assign its base stations to other UPFs;

17 calculate Q value of the scheme got in this loop;

18 return deployment scheme with the highest Q value.

A deployment scheme with lower average latency D̄ and total
cost C will have a higher Q value. At the end of the algo-
rithm, the deployment scheme with the highest Q value will
be chosen as the final scheme.

IV. PERFORMANCE EVALUATION

A. Experimental Setup

We build an edge core network emulator based on mininet1

and libgtp5gnl2 to measure latencies. The emulator imple-
ments a real backhaul network of UPFs to enable real
connection for user equipments and edge servers. The emula-
tor will set up general packet radio system tunneling protocol
user plane (GTP-U) tunnel [24] to carry user data packets,
which starts from base stations, passing through a UPF and
finally end at edge servers. We use ping in this system to
measure the round-trip time for different network connections.
Besides, we use the real-world base station data set3 from
Shanghai Telecom to generate topology and simulate the joint
deployment of edge servers and UPFs in the whole city of
Shanghai [25], [26].

The price of one edge server pe is set to 8000 RMB.4 The
construction cost of one edge cloud pc is set to 50 000 RMB.

1http://mininet.org/
2https://github.com/PrinzOwO/libgtp5gnl
3http://sguangwang.com/TelecomDataset.html
4https://item.jd.com/100007288408.html
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Fig. 4. Performance comparison with different Dmax. (a) Average latency.
(b) Total cost.

The maximum bandwidths of each UPF are the same, there-
fore, the placement cost per UPF is set to 10 000 RMB.5

To acquire the bandwidth requirement of each request, we
introduce γ which denotes the ratio of required bandwidth to
workload. The large value of γ refers to bandwidth-exhausted
applications while the small value means the application is
computation intensive.

B. Benchmark Algorithms

To evaluate the performance of our proposed UEPA, two
algorithms are introduced as a benchmark, which are listed as
follows.

1) Greedy: Base stations with heavier workload have higher
priority to be chosen as edge clouds. Other base stations
satisfying the constraints are assigned one by one. If
there is no available UPF, the current base station being
assigned will deploy a UPF.

2) Random: Placement locations for edge servers and UPFs
are selected randomly from all the base stations. Other
base stations are assigned to the nearest edge cloud via
the nearest UPF if constraints are not violated.

C. Performance With Varying Maximum Delay

Fig. 4(a) and (b) shows the performance of algorithms as
the maximum latency increases from 3 to 8 ms, with the total
base station number kept as 1100 and γ = 0.0001.

The value of maximum latency Dmax limits the size of the
coverage area per edge cloud. In Fig. 4(a), we can observe
that as Dmax increases, the latency of all algorithms grows up.
Different from the obvious increase of Random and Greedy,
our UEPA has a very light increment and keeps the lowest
latency. When Dmax = 3 ms, the latency of UEPA is 46.44%

5https://item.jd.com/100007288380.html

Fig. 5. Performance comparison with different nb. (a) Average latency.
(b) Total cost.

Fig. 6. Performance comparison with different γ . (a) Average latency.
(b) Total cost.

and 50.96% less than Random and Greedy, respectively. As
Dmax increases, the gap enlarges sharply. When Dmax = 8 ms,
the latency of UEPA is 1.29 ms, while the average latencies of
Random and Greedy have become 5.80 and 5.90 ms, respec-
tively. The lower latency comes from the higher cost. As is
shown in Fig. 4(b), UEPA has the highest total cost. Because
it deploys more edge clouds and UPFs. As Dmax increases, the
coverage area per edge cloud gets larger, and the total num-
ber of edge clouds and UPFs decreases. As a result, the total
cost of all the three algorithm goes down. However, UEFA
witnesses the most dramatic decrease. The cost of UEPA,
Random, and Greedy reduces 32.72%, 23.95%, and 31.26%,
respectively.
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D. Performance With Varying Base Station Number

Fig. 5(a) and (b) shows the performance of algorithms when
the number of base stations varying from 300 to 1100. The
maximum latency Dmax is set to 3 ms and γ is set to 0.0001.

As nb increases from 300 to 1100, edge clouds are faced
with heavier workload and UPFs have to process larger data
streams. In this process, the average latency of the three algo-
rithms all goes up. Our UEPA keeps the lowest latency and
stays far less than the other two algorithms. When nb = 300,
UEPA provides services with an average latency of 0.65 ms,
which is 66.27% and 68.71% less than Random and Greedy,
respectively. When nb reaches 1100, UEPA still outperforms
the other two algorithms. Its average latency is merely 53.94%
of the latency gained by Random. On the other hand, in order
to guarantee the latency under an acceptable level when the
base station number increases, more edge clouds and UPFs are
deployed, which results in the increment of total cost. Fig. 5(b)
reveals that the lowest average latency of UEPA is achieved by
means of paying the highest cost. However, it is worth noting
that the total cost of UEPA goes up quickly when nb < 700.
Afterward, its increment is very slight. The former is because
the extra base stations are covered by adding edge clouds and
UPFs. The latter results from the coverage area getting larger
to cover the extra base stations.

E. Performance With Varying Bandwidth Ratio

Fig. 6(a) and (b) shows the performance of algorithms when
the bandwidth ration γ increases from 0.00005 to 0.00030.
The maximum latency Dmax is set to 3 ms and nb is set to
1100.

Increasing the value of γ means UPFs are faced with heavier
bandwidth pressure but the total workloads of edge server are
not changed. Heavier bandwidth pressure leads to the increase
of average latency. As γ increases, UEPA keeps the low-
est latency but witnesses the largest increment. It increases
28.74%. Meanwhile, Random increases 9.53% and Greedy
increases 11.58%. As for total cost, UEPA still has the high-
est cost and goes up bumpily in the process. The increment
of total cost mainly comes from deploying more UPFs. The
total cost of the three algorithms all rises. In specific, the cost
increment of Random is the most significant, which increases
78.14%. The total cost of UEPA stays almost unchanged with
a slight increase of 3.70%.

V. RELATED WORK

A. Placement of Gateway

Kiess and Khan [10] studied the centralized and dis-
tributed deployment of network gateway in the 5G architec-
ture. They propose easily tractable and formal cost model
for gateway location and conduct nation-wide simulations.
However, latency is not considered in this work. Costa-
Requena et al. [11] realized 5G UPF components leveraging
SDN. They implement different data transport strategies to
reducing latency. Besides, how to evolve from legacy 4G gate-
ways to 5G UPF is also discussed. Peters and Khan [12]
focused on the session management in the 5G network. A

three-stage learning-based approach is adopted to endow the
5G core network with anticipatory functionality. Such a func-
tionality is utilized to select and place intermediate UPFs.
Leyva-Pupo et al. [13] studied optimal UPF placement con-
figuration, including the number of UPFs and the mapping
relationship between users and UPFs. Multiple cost compo-
nents are considered and an optimal stopping theory-based
scheduling method is proposed, which places UPF accord-
ing to latency and QoS thresholds. Taleb et al. [14] studied
data anchor gateway placement for carrier cloud with two
goals: 1) minimizing path between users and data anchor
gateways and 2) optimizing performance in session mobility
management. The authors point out that the two goals are
conflicting: the former requires gateways deployed closer to
the user while the latter needs a far enough deployment. The
problem is solved by introducing an increasing log function
and transforming it into a convex optimization. In [15], the
UPF placement is formulated as a mixed-integer linear pro-
gramming which is supposed to determine the number and
locations of UPFs. The target is to reduce cost as well as
guarantee the satisfaction of latency and reliability.

B. Placement of Edge Cloud

The placement of edge cloud, also called edge node or
cloudlet, is widely studied. Santoyo-Gonzalez and Cervello-
Pastor [16] put forward key parameters in the evaluation of
edge cloud placement. They have shown that a poor place-
ment scheme will inevitably result in low resource efficiency.
Xu et al. [17] proposed a fast scalable heuristic to place
heterogeneous edge clouds in a large-scale wireless metropoli-
tan area network and reduce the latency of the system.
Zhao et al. [18] focused on how to leverage software-defined
networking in cloudlet placement. A ranking-based method is
proposed to minimize latency with a low computational com-
plexity. Fan and Ansari [19] focused on the tradeoff between
latency and deployment cost. As the deployment cost is mainly
affected by the number of edge servers, their algorithm seeks
low-latency placement schemes with less edge servers. Chantre
and da Fonseca [20] studied edge cloud placement in ultra-
dense 5G network to achieve high reliability with low cost.
The problem is formulated as a capacitated reliable facility
location problem and a multiobjective evolutionary algorithm
is proposed.

C. Summary

The aforementioned works are effective, however, these
cannot be applied directly in the deployment of 6G edge
infrastructures. Works mentioned in Section V-A study the
placement of UPFs/gateways from the perspective of the
network. The locations of edge clouds are not considered. On
the contrary, works listed in Section V-B mainly focus on the
deployment costs and quality-of-service parameters, especially
latency, but neglect the influence brought by deploying UPFs
at different locations. This work considers network and com-
putation resources as a whole and jointly place UPFs and edge
servers. The 6G network will be faced with multiple compli-
cated scenarios with high quality of service demands. Only
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by scheduling network and computation resources jointly, can
these requirements be satisfied.

The most similar work is [21], in which the placement of
edge servers and UPFs is jointly considered. However, the dif-
ference lies in two folds: first, the authors assume that UPFs
are all placed at edge clouds, that is, the placement of UPF is
choosing target location from edge clouds. This assumption
results in the second difference. The authors adopt a two-
stage method, which deploys edge clouds first and places UPFs
based on the deployment scheme of edge clouds. In this article,
the deployment relationship between edge clouds and UPFs is
discussed in Section III-A, and we have shown that edge cloud
should colocate with UPF but UPFs can be deployed individ-
ually. Besides, considering the interdependence between the
placement of UPFs and edge clouds in terms of calculating
latency, our proposed algorithm considers the two processes
simultaneously instead of separating it into two stages.

VI. CONCLUSION

In this article, we study the problem of joint deployment of
edge servers and UPFs in 6G scenarios to deal with challenges
brought by cybertwin. We formulate it as an optimization
problem and prove the NP-hardness. The network topology
is considered in the placement. By analyzing the location
relationship between edge clouds and UPFs, we simplify the
problem by pruning the solution space. Then, we propose an
effective algorithm which jointly considers the location of edge
clouds and UPFs in every iteration. Simulations based on real-
world data set and real data stream network emulator show that
our algorithm outperforms the benchmark algorithms in terms
of reducing average latency. In future work, we will focus on
the service continuity in the highly dynamic 6G scenario with
multiple types of access networks, including satellite commu-
nication, unmanned aerial vehicle communication, maritime
communication, etc.
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